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Abstract

We study the role of limited commitment in a standard auction environment. In each

period, the seller commits to an auction with a reserve price, but she cannot commit

to future auctions or promise to stop auctioning an unsold object. The period length

captures the seller’s commitment ability. We characterize the set of perfect Bayesian

equilibrium profits attainable for the seller as her commitment power vanishes. With

more than one bidder, the optimal auction profit is not achievable. We show that, if the

number of buyers exceeds a distribution-specific cutoff, an efficient auction is the unique

limit of equilibrium outcomes, and in contrast to the durable goods monopoly, the Coase

conjecture holds without a stationarity restriction. For distributions with finite density,

three buyers are sufficient. If the number of bidders is below the distribution-specific

cutoff, profits above the efficient auction profit are achievable. We give conditions under

which the maximal profit can be attained through an initial auction with a reserve price,

followed by a continuously decreasing price path.
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Auctions with Limited Commitment

Qingmin Liu, Konrad Mierendorff, Xianwen Shi, Weijie Zhong

1 Introduction

Auction theory has found many applications ranging from private and public procurement,
to takeover bidding and electronic commerce. It is well understood that in standard auctions
such as first-price or second-price auctions, the seller can increase her profit by imposing a
minimal bid (or reserve price) which is strictly higher than her reservation value (Myerson,
1981; Riley and Samuelson, 1981).

A reserve price leads to inefficient exclusion of low-valued buyers which allows to extract
higher payments from high-valued buyers. If no bidder bids above the reserve price, the seller
has to commit to not auctioning the object again, even though there is common knowledge of
unrealized gains from trade with the excluded buyers. This aspect of full commitment seems
not entirely satisfactory in many applications. For example, in the sale of art, antiques, real
estate, and automobiles, aborted auctions are common, and unsold objects are frequently
re-auctioned or offered for sale later. As such, understanding the role of commitment in an
auction setting is of both theoretical and practical importance.

We revisit the classic auction model with one seller, a single indivisible object, and mul-
tiple buyers, whose values are drawn independently from a common distribution. Different
from the classic auction model, if the object is not sold on previous occasions, the seller can
auction it again with no predetermined deadline. More precisely, in each time period until
the object is sold, the seller posts a reserve price and holds an auction. For simplicity, we
restrict the exposition to second-price auctions, but our results do not change if the seller
can choose from a larger class of auctions in each period. Each buyer can either wait for the
next auction, or submit a bid no smaller than the reserve price. Waiting is costly and both
the buyers and the seller discount at the same rate. Within a period, the seller is committed
to the rules of the auction and the announced reserve price. The seller cannot, however,
commit to future reserve prices.

This framework is sufficiently rich to investigate the role of commitment. The seller’s com-
mitment power varies with the period length (or effectively with the discount factor). If the
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period length is infinite, the seller has full commitment power. As the period length shrinks,
the seller’s commitment power also diminishes. We adopt the solution concept of perfect
Bayesian equilibrium, which is well-defined for the discrete-time game, and restrict attention
to buyer-symmetric equilibria. Within the framework, we analyze the continuous-time limit
at which the seller’s commitment power vanishes. Our modeling of limited commitment in
standard auctions resembles Milgrom (1987). He constructs a buyer-symmetric, stationary
equilibrium directly in continuous time, where the seller chooses a constant reserve price
equal to her reservation value. This leaves open many questions which are important to
understand the role of limited commitment. Are there non-stationary equilibria? What is
the set of equilibrium payoffs that is attainable by the seller? What is the equilibrium selling
strategy that attains the maximal payoff? Can the seller credibly use reserve prices above
her reservation value to increase her profit?

We obtain the following results. First, the full commitment profit cannot be achieved
under limited commitment. In order to attain the full commitment profit, the seller would
have to maintain a constant reserve price above her reservation value (Myerson, 1981). This
is not sequentially rational. Once the initial auction fails, the seller can deviate and end
the game with a positive profit by running an efficient auction—that is, by setting a reserve
price equal to her reservation value. Second, if the number of bidders exceeds a distribution
specific cutoff, an efficient auction maximizes the seller’s profit and implements the unique
limit of the equilibrium outcomes. For many widely used distributions, a rather modest
amount of competition between buyers is sufficient to induce the seller to give up screening
completely. For instance, if the type distribution has a finite density, then an efficient auction
is revenue-maximizing if there are more than two buyers. Third, if the number of bidders falls
short of the aforementioned cutoff, strictly positive reserve prices can arise in equilibrium
and the efficient auction is not optimal. Finally, under the assumption that the monopoly
profit function is concave, we obtain an ordinary differential equation that describes the
optimal limit outcome if the efficient auction is not optimal. We characterize the maximal
revenue and show that it can be attained through an initial auction with a strictly positive
reserve price followed by a sequence of continuously declining reserve prices.

A special case of our setup is the model of bilateral bargaining, in which an uninformed
seller makes price offers to a single privately informed buyer. This model is equivalent to a
durable goods monopoly with a continuum of buyers (see Gul, Sonnenschein, and Wilson,
1986, Section 6.2). In his seminal paper, Coase (1972) argues that a price-setting monopolist
completely loses her monopoly power and prices drop quickly to her marginal cost if she can
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revise prices frequently. Game theoretic analysis has confirmed that stationary equilibria
satisfy the Coase conjecture (see Fudenberg, Levine, and Tirole, 1985; Gul, Sonnenschein,
and Wilson, 1986; Ausubel and Deneckere, 1989).1 These are the only equilibria in the
“gap” case, where the seller’s reservation value is strictly below the lowest valuation of the
buyer. In the “no-gap” case, however, Ausubel and Deneckere (1989) (henceforth AD) show
that in addition to the stationary Coasian equilibria, there is a continuum of non-stationary
“reputational equilibria” which allow the seller to achieve profits arbitrarily close to the full
commitment profit.

Our model corresponds to the no-gap case, but our results stand sharp contrast to those
obtained in the bargaining model. First, AD reverse the Coase conjecture by proving a
“folk theorem” for the seller’s payoff. In particular, the full commitment profit is achievable.
Hence, limited commitment does not constrain the seller’s ability to extract profits in the
bargaining context. By contrast, in our auction setting, the full commitment profit is not
achievable. Instead, the lack of commitment power can restrict the seller’s ability to extract
profits to the extent that she cannot do better than using an efficient auction. Second, for
the bargaining setting, the Coase conjecture only holds for weak-Markov (i.e. stationary)
equilibria. By contrast, when there are sufficiently many buyers, we show that the Coase
conjecture holds for all symmetric equilibria, reverting the anti-Coasian result of AD.

On top of the differences in results compared to AD, we point out that our characteriza-
tion of the maximal profit and precise conditions for the optimality of the efficient auction
cannot be obtained by an extension of their techniques to our auction setting. AD can “shoot
for a known target” and their main challenge is to construct an equilibrium that attains the
full commitment profit. By contrast, the main challenge in our model is to formulate an opti-
mization problem and derive a candidate for the optimal profit and price path. We formulate
an auxiliary mechanism design problem with full commitment and add a dynamic constraint
that captures sequential rationality of the seller.2 Characterizing the solution to this problem
constitutes the major part of the paper. Only after this, we construct reputational equilibria
using the uniform Coase conjecture, which follows ideas from AD.

The auxiliary problem is set up as a dynamic mechanism design problem with full com-
mitment. The crucial element in this problem is an extra constraint that captures limited

1See also Stokey (1981), Bulow (1982), Sobel and Takahashi (1983). Ausubel, Cramton, and Deneckere
(2002) survey the extensive literature on bilateral bargaining and the Coase conjecture.

2We cannot rely on the revelation principle because the seller has limited commitment. Bester and
Strausz (2001) develop a version of the revelation principle with limited commitment for environments with
one agent and a finite number of periods. It does not apply to our setting because our model has multiple
buyers (Bester and Strausz, 2000).
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commitment. We introduce a dynamic “payoff floor” constraint as a necessary condition for
sequential rationality: at any point in time, the seller’s continuation payoff in the auxiliary
mechanism is bounded from below by the payoff from an efficient auction for the correspond-
ing posterior belief.3 The value of this auxiliary problem provides an upper bound for the
equilibrium payoffs in the original game (in the continuous-time limit). We proceed to solve
the auxiliary problem and show that its value and its solution can be approximated by a
sequence of equilibrium outcomes of the original game. Therefore, the value of the auxiliary
problem is precisely the maximal attainable equilibrium payoff in our original problem, and
the solution to the auxiliary problem is precisely the limiting selling strategy that attains
this maximal payoff.4

Prior papers on the role of the commitment assumption in auctions restrict attention
to stationary equilibria and confirm the Coase conjecture. Milgrom (1987) sets the stage
by analyzing a continuous time sequential first-price auction and characterizes a stationary
Coasian equilibrium. McAfee and Vincent (1997) focus primarily on the gap case where only
stationary equilibria exist.5 We focus on the no-gap case. A more complete understanding
of the commitment assumption in auctions requires an investigation beyond stationary equi-
libria. We characterize when there are indeed non-stationary equilibria with higher limiting
profits and when there is a unique equilibrium outcome as in the gap case. In the latter case,
we obtain the Coase conjecture even though the stationarity argument used in the gap case
does not apply.

As Milgrom (1987) and McAfee and Vincent (1997), we do not assume a definite last
period to which the seller can commit. The analysis and results in our model are qualita-
tively different from those of finite horizon models. For instance, in a finite horizon model,
backward induction argument applies and a patient seller can achieve the full commitment
profit because she has full commitment power in the last period. A general mechanism de-
sign framework with a finite horizon is developed by Skreta (2006, 2016) who shows that

3In the auxiliary problem, a mechanism specifies dynamic allocation rule that allows us to determine the
posterior and continuation profit at any point in time.

4The Coasian bargaining problem can also be analyzed using the auxiliary mechanism design approach.
Unlike in the case of multiple buyers, however, the payoff floor constraint does not restrict the seller in
this case. Without competition on the buyer side, the seller cannot ensure a positive profit. Therefore, the
characterization of the feasible set is straightforward and the seller can achieve the full commitment profit
in the continuous-time limit. Wolitzky (2010) uses this approach to analyze a Coasian bargaining model in
which the seller cannot commit to delivery. In his model, the full commitment profit is achievable even in
discrete time because there is always a no-trade equilibrium which yields zero profit.

5For the “no-gap” case they explicitly construct stationary Coasian equilibria for the uniform distribution
but do not analyze other equilibria or general distributions.
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the optimal mechanism is a sequence of standard auctions with reserve prices.6 We restrict
attention to auction mechanisms in each period and different from hers, our objective is to
characterize the equilibrium payoffs as the commitment power vanishes.

An alternative approach to modeling limited commitment is to assume that the seller
cannot commit to trading rules even for the present period. McAdams and Schwarz (2007)
consider an extensive form game in which the seller can solicit multiple rounds of offers from
buyers. Their paper shows that if the cost of soliciting another round of offers is large, the
seller can credibly commit to a first-price auction, and if the cost is small, the equilibrium
outcome approximates that of an English auction. In Vartiainen (2013), a mechanism is a
pure communication device that permits the seller to receive messages from bidders. The
seller cannot commit to any action after receiving the messages, and there is no discounting.
Vartiainen shows that the only credible mechanism is an English auction. In contrast to
these papers, we posit that the seller cannot renege on the agreed terms of the trade in the
current period. For example, this might be enforced by the legal environment.

The paper is organized as follows. In the next section, we formally introduce the model.
Section 3 develops our main results heuristically for uniformly distributed valuations. Sec-
tion 4 states the formal results, discusses the intuition, and presents comparative statics in
the context of a parametric family of distributions. Section 5 presents our methodological
approach and outlines the main steps of the analysis. In Section 6 we discuss partial results
for the case asymmetric equilibria and comment on alternative modeling assumptions. Un-
less noted otherwise, proofs can be found in Appendix A. Omitted proofs can be found in
the Supplemental Material.

2 Model

We consider the standard auction environment where a seller (she) wants to sell an indivisible
object to n potential buyers (he). Buyer i privately observes his own valuation for the object
vi ∈ [0, 1]. We use (vi, v−i) ∈ [0, 1]n to denote the vector of the n buyers’ valuations, and
v ∈ [0, 1] to denote a generic buyer’s valuation. Each vi is drawn independently from a
common distribution with full support, c.d.f. F (·), and a continuously differentiable density
f (·) such that f(v) > 0 for all v ∈ (0, 1). The highest order statistic of the n valuations
(vi, v−i) is denoted by v(n), its c.d.f. by F (n), and the density by f (n). The seller’s reservation

6Hörner and Samuelson (2011), Chen (2012), and Dilme and Li (2012) analyze the dynamics of posted
prices under limited commitment in a finite horizon model. They assume that the winner is selected randomly
when multiple buyers accept the posted price.
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value for the object is constant over time and we normalize it to zero.7

Time is discrete and the period length is denoted by ∆. In each period t = 0,∆, 2∆, . . . ,

the seller runs a second-price auction (SPA) with a reserve price. To simplify notation, we
often do not explicitly specify the dependence of the game on ∆. The timing within period
t is as follows. First, the seller publicly announces a reserve price pt for the auction run in
period t, and invites all buyers to submit a valid bid, which is restricted to the interval [pt, 1].
After observing pt, all buyers decide simultaneously either to bid or to wait. If at least one
valid bid is submitted, the winner and the payment are determined according to the rules of
the second-price auction and the game ends. If no valid bid is submitted, the game proceeds
to the next period. Both the seller and the buyers are risk-neutral and have a common
discount rate r > 0. This implies a discount factor per period equal to δ = e−r∆ < 1. If
buyer i wins in period t and has to make a payment πi, then his payoff is e−rt (vi − πi), and
the seller’s payoff is e−rtπi.

We assume that the seller has limited commitment power. She can commit to the reserve
price that she announces for the current period: if a valid bid is placed, then the object is sold
according to the rules of the announced auction and she cannot renege. She cannot commit,
however, to future reserve prices: if the object was not sold in a period, the seller can always
run another auction with a new reserve price in the next period. She cannot promise to stop
auctioning an unsold object, or commit to a predetermined sequence of reserve prices.

We denote by ht = (p0, p∆, . . . , pt−∆) the public history at the beginning of t > 0 if no
bidder has placed a valid bid up to t, and write h0 = ∅ for the history at which the seller
chooses the first reserve price.8 Let Ht be the set of such histories. A (behavior) strategy for
the seller specifies a Borel-measurable function pt : Ht → P [0, 1] for each t = 0,∆, 2∆, . . .,
where P [0, 1] is the space of Borel probability measures endowed with the weak∗ topology.9

A (behavior) strategy for buyer i specifies a function bit : Ht × [0, 1] × [0, 1] → P [0, 1] for
each t = 0,∆, 2∆, . . ., where we assume that bit(ht, pt, vi) is Borel-measurable in vi, for all
ht ∈ Ht, and all pt ∈ [0, 1], and that supp bit(ht, pt, vi) ⊂ {0} ∪ [pt, 1], where “0” denotes no
bid or an invalid bid.

We consider perfect Bayesian equilibria (PBE), and we will focus on equilibria that are
7The reservation value can be interpreted as a production cost. Alternatively, if the seller has a constant

flow value of using the object, the opportunity cost is the net present value of the seller’s stream of flow
values. What is important here is that the seller’s reservation value is the same as the value of the lowest
possible buyer type. In Section 6, we discuss the case that the seller’s reservation value is in the interior of
the type distribution which introduces uncertainty about the number of potential buyers.

8We do not have to consider other histories because the game ends if someone places a valid bid.
9We slightly abuse notation by using pt both for the seller’s strategy and the announced reserve price at

a given history.
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buyer symmetric.10 We will not distinguish between strategies that coincide with probability
one for all histories. In the rest of the paper, “equilibrium” is used to refer to this class of
symmetric perfect Bayesian equilibria.11 Let E (∆) denote the set of equilibria of the game for
given ∆.12 Let Π∆ (p, b) denote seller’s expected revenue in any equilibrium (p, b) ∈ E (∆) .

We are interested in the entire set of profits that the seller can achieve in the limit when the
period length vanishes. The maximal profit in the limit is

Π∗ := lim sup
∆→0

sup
(p,b)∈E(∆)

Π∆ (p, b) .

The minimal profit in the limit is

Π∗ := lim inf
∆→0

inf
(p,b)∈E(∆)

Π∆ (p, b) .

The analysis of the continuous-time limit allows us to formulate a tractable optimization
problem. We will justify our approach by providing approximations through discrete time
equilibria. An alternative approach is to set up the model directly in continuous time. This
approach, however, has unresolved conceptual issues regarding the definition of strategies
and equilibrium concepts in continuous-time games of perfect monitoring, which are beyond
the scope of this paper.13

Remark 1 (Larger Class of Permissible Auction Formats). Our exposition and anal-
ysis are formulated in terms of second-price auctions. In Appendix F, we establish payoff
equivalence for our dynamic environment with limited commitment, and show that all of our
results hold for a larger class of symmetric bidding mechanisms in which only the winner
pays. This class includes not only standard first-price and second price auctions with reserve
prices, but also exotic mechanisms like third-price auctions and auctions where the winner’s
payment may depend on his own bid and his rivals’ bids. In these mechanisms, the object is
always allocated to the bidder with the highest valid bid. The main substantial restriction
is allocative efficiency. This rules out posted prices with a rationing rule (as for example in
Hörner and Samuelson, 2011), lotteries, or raffles. Formally, we show that any equilibrium
allocation and equilibrium payoff in the game where the seller can choose a (potentially

10See Fudenberg and Tirole (1991) for the definition of PBE in finite games. The extension to infinite
games is straightforward.

11For partial results about asymmetric equilibria, see Section 6 and Appendix E in the Supplemental
Material.

12We establish equilibrium existence in Proposition 1 (see Section 4).
13See Bergin and MacLeod (1993) and Fuchs and Skrzypacz (2010) for related discussions.
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different) mechanism from this larger class of mechanisms in every period can be replicated
in the game where the seller is restricted to choose only second-price auctions with reserve
prices and vice versa.

Remark 2 (Interpretation of the Continuous Time Limit). We take ∆→ 0 in comput-
ing the limiting payoff. This need not be interpreted literally as running auctions frequently
in real time. As in the dynamic games literature, this formulation is equivalent to taking
δ → 1 in a discrete-time problem. The continuous-time limit, however, is more convenient
when we consider limiting price paths.

Remark 3 (The Gap Case). In the terminology of Coasian bargaining literature, we
consider the “no-gap” case. The gap case, where F has a support [ε, 1] for ε > 0, has been
studied by McAfee and Vincent (1997) in which only weak-Markov equilibria exist. See
Section 4 for a comparison with our results.

Before we proceed, we present several assumptions on the distribution function F . Most
of our analysis only depends on a subset of the assumptions. We will note explicitly which
assumption is used for which result.14

Assumption 1. J(v) := v − (1− F (v)) /f(v) is strictly increasing on [0, 1].

Assumption 1 is the standard monotone virtual value. This corresponds to assuming
decreasing marginal revenues (see Bulow and Roberts, 1989). The following two assumptions
are regularity conditions on the distribution in the neighborhood of 0.

Assumption 2. φ := limv→0 (f ′(v)v) /f(v) exists and −1 < φ <∞.

Since φ = limv→0 (f (v) v) /F (v)− 1, φ ≥ −1 if the limit exists. Assumption 2 rules out
the knife-edge cases of φ = −1 and φ = ∞.15 Assumption 2 is satisfied, for example, if the
density function f is bounded away from 0 and has a bounded derivative. It is also satisfied
for a class of distributions which includes densities with f(0) = 0 or f (0) = ∞ such as the
power function distributions F (v) = vk with k > 0.

Assumption 3. There exist constants 0 < M ≤ 1 ≤ L < ∞ and α > 0 such that Mvα ≤
F (v) ≤ Lvα for all v ∈ [0, 1].

14All four assumptions are independent. Details can be found in Appendix G in the Supplemental Material.
15An example for the knife-edge cases is the distribution function F (v) = v(ln(1/v))k defined on [0, 1]. For

this distribution function, φ = −1 if k = −1/2, and φ =∞ if k = 1/2.We thank Yuliy Sannikov for providing
this example.
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Assumption 3 is adopted from AD who use it to prove the uniform Coase conjecture. We
use it when we extend this result to the auction setting.

Assumption 4. The revenue function v(1− F (v)) is concave on [0, 1].

Assumption 4 is equivalent to assuming that J(v)f(v) is increasing. It is also equivalent
to (f ′(v)v)/f(v) > −2. Note that, under Assumption 2, φ = limv→0 (f ′(v)v) /f(v) > −1,
so v(1 − F (v)) is concave for v sufficiently close to 0. This will allow us to dispense with
Assumption 4 for all but one of our results.

Examples for distributions where all assumptions are satisfied simultaneously are the
power function distributions F (v) = vk with support [0, 1] and k > 0.

3 Examples

3.1 One Bidder

To provide a benchmark for our examples with multiple bidders, we review the case of one
bidder (n = 1). In this case, our setup reduces to the model of AD where the seller is
restricted to post prices. Selling efficiently requires a price equal to zero and yields a revenue
of ΠE = 0. AD prove the existence of weak-Markov equilibria and show that these equilibria
satisfy the Coase conjecture—the seller achieves a profit of zero in the limit as ∆ → 0.16

Hence Π∗ = ΠE = 0. They also analyze non-Markov “reputational” equilibria. In these
equilibria, a deviation from the equilibrium path by the seller is deterred by the threat to
switch to low-profit weak-Markov equilibria. The equilibrium paths starts with an arbitrary
initial price that may decline at an arbitrarily slow rate as ∆ becomes small. In the limit, the
price may be constant. Using this construction, AD show that Π∗ is equal to the monopoly
profit with full commitment ΠM—the highest feasible payoff for the seller. In other words,
the characterization of Π∗ amounts to a construction of equilibria that approximate the full
commitment profit ΠM .

In contrast, for our characterization of Π∗ for n > 1, we construct a candidate for the
profit maximizing equilibrium outcome, which yields Π∗ < ΠM . This is the heart of our
analysis and will then allow us to construct equilibria to approximate the maximal profit
Π∗. In the next section we outline how we use the implications of the seller’s sequential
rationality through an auxiliary mechanism design problem in continuous time, to obtain
such a candidate.

16In a weak-Markov equilibrium, the buyer’s strategy depends only on the current price. See also Fuden-
berg, Levine, and Tirole (1985) and Gul, Sonnenschein, and Wilson (1986).
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3.2 Two Bidders

To illustrate our main results, we first assume that there are only two bidders (n = 2),
whose values are uniformly distributed on [0, 1]. In this case, the seller’s expected revenue
from the efficient (second-price) auction is ΠE = 1

3
≈ 0.33, which is the expectation of the

lower of the two buyers’ values. We show Π∗ = ΠE, generalizing the one-bider case. The
seller’s reserve price in Myerson’s optimal auction with full commitment is 1

2
,17 and the

corresponding expected revenue is ΠM = 5
12
≈ 0.42.

To achieve the full-commitment profit, the low types (lower than 1
2
) must trade with

an arbitrary small discounted probability to reduce the rents of the high types. With one
buyer, this can be done by delaying the trade of the low types for an arbitrarily long period
of time. As in AD, the low-profit Coasian equilibrium can be used to deter a deviation.
With two buyers, once the seller learns that all buyers have low valuations, she can run an
efficient auction rather than excluding the buyers. In contrast to the case of one buyer, this
guarantees a positive profit. Hence, without commitment and with two buyers, the seller
cannot obtain a revenue of ΠM = 5

12
. How much profit can the seller extract in this case?

To get an intuitive idea, let us use a heuristic construction in continuous-time and consider
the following “equilibrium.” At any t ≥ 0, on the equilibrium path, the seller posts a reserve
price pt. Buyers use a cutoff strategy—that is, a buyer bids before time t if and only if his
value v is weakly above some cutoff vt, so that vt is the highest type remaining at time t. We
can ignore continuations after deviations by a buyer because they either remain undetected
or lead to a successful sale which ends the game. If the seller deviates from the reserve price
path pt, the off-path play stipulates that the seller posts a constant reserve price pt ≡ 0

and buyers place valid bids if and only if pt = 0. We consider an “equilibrium” in which
both pt and vt are continuously differentiable and decreasing over time.18 In addition, our
construction will ensure that at any t > 0 the seller is just indifferent between following the
equilibrium strategy and a deviation.

The Buyers’ Incentives Consider a buyer whose valuation equals the cutoff type vt
at t > 0. This buyer must be indifferent between buying at pt, and waiting for a period of
length dt to accept a lower price pt+dt. The latter exposes him to the risk of losing, if his

17The optimal reserve price is such that the virtual valuation v − 1−F (v)
f(v) equals 0.

18The results in Section 4 do not rely on the differentiability assumption.
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opponent has a valuation between vt+dt and vt. Therefore, the indifference condition is

vt − pt = (1− rdt)
(
vt+dt
vt

)
(vt − pt+dt) . (3.1)

The left-hand side of equation (3.1) is the marginal bidder’s profit from trading immediately
at t, conditional on being the bidder with the higher valuation. The right-hand side is the
option value from waiting: (1− rdt) is the discounting, vt+dt

vt
is the probability that the

opponent’s valuation is below vt+dt conditional on the fact that her valuation is below vt

(this is the probability that vt wins the object at t + dt), and vt − pt+dt is the payoff the
marginal bidder gets from the delayed trade at t+ dt. Using a first-order approximation, we
obtain the following differential equation governing pt and vt:

ṗt =

(
v̇t
vt
− r
)

(vt − pt) . (3.2)

The Seller’s Incentive As explained previously, we look for an equilibrium in which
the seller is indifferent between following the equilibrium path and deviating at any time
t > 0. This condition is given by,

ˆ ∞
t

e−r(s−t)ps
2vs

(vt)
2 (−v̇s) ds =

1

3
vt. (3.3)

The left-hand side is the expected present value of the seller’s equilibrium revenue at t > 0:
Since vt is continuously differentiable, at each moment s > t, only the marginal buyer type
vs buys at the reserve price ps. The marginal type has a conditional density 2vs/ (vt)

2, the
density of the higher value of two buyers, and it declines with the rate −v̇s. The right-hand
side is the seller’s revenue after a deviation: running an efficient second-price auction with
an expected revenue of ΠE(vt) = 1

3
vt.

Combining the Seller’s and the Buyers’ Incentives Equations (3.2) and (3.3)

together give rise to a second-order differential equation in vt.19

v̈t + rv̇t = 0. (3.4)
19Details of the derivations can be found in Appendix B.1 in the Supplemental Material.
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Boundary conditions are given by the initial cutoff v+
0 ,20 and the fact that the seller can-

not maintain a positive price forever, which implies limt→∞ vt = 0. Using these boundary
conditions, we obtain the following solution for the cutoff path

vt = v+
0 e
−rt. (3.5)

Substituting vt in the indifference condition we obtain the corresponding price sequence

pt =
2

3
v+

0 e
−rt. (3.6)

Determining v+
0 We have determined (pt, vt) up to the initial condition v+

0 , which can
be chosen to maximize the seller’s expected profit

2v+
0

(
1− v+

0

)
p0 +

(
1− v+

0

)2
(
v+

0 +
1− v+

0

3

)
+

1

3

(
v+

0

)3
. (3.7)

The expected profit in the whole game consists of two parts. The first is the expected revenue
from the initial auction in which the reserve price is p0 = 2

3
v+

0 , and buyers with a type higher
than v+

0 participate. The transaction price is p0 if exactly one buyer has a valuation above
v+

0 , which occurs with probability 2v+
0

(
1− v+

0

)
; when both valuations are above v+

0 , which
occurs with probability

(
1− v+

0

)2, the average transaction price is v+
0 +

1−v+
0

3
—that is, the

expected value of the lower valuation conditional on both being above v+
0 . The second part

is the seller’s revenue from the continuation after time t = 0, which equals 1
3

(
v+

0

)3 by (3.3) .

The expected profit in (3.7) is maximized by v+
0 = 2

3
, which implies p0 = 4

9
.

The profit associated with the equilibrium just constructed can be computed by eval-
uating (3.7) for v+

0 = 2
3
. This yields 31

81
≈ 0.38. How does this figure compare with the

benchmarks achieved under full commitment and in an efficient auction? The profit is larger
than the average of ΠE ≈ 0.33 and ΠM ≈ 0.42. Even though the full commitment profit
is not achievable, the constructed equilibrium shows that more than 50% of the maximal
profit increase relative to the efficient auction can be achieved. Put differently, commitment
accounts for less than 50% of the profit increase from running Myerson’s optimal auction in
an environment with two buyers and uniformly distributed valuations.

Two immediate questions arise from this example. First, is the “equilibrium” we have
constructed the limit of equilibria in the discrete time game as ∆→ 0? For example, there

20Remember that v0 = 1 is the highest type remaining at t = 0. At t = 0, an interval of types participates
in the initial auction and we denote the marginal type at the lower bound by v+

0 = lims↓0 vs.
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are many ways of deviating from the equilibrium path, the construction above essentially
assumes that any deviation will result in the profit of an efficient auction. A zero-reserve
price at t = 0 is neither an equilibrium in discrete-time nor a continuous time limit of
stationary equilibria.21 Second, does the construction indeed yield the highest profit the
seller can achieve? The answers to both questions are affirmative. The construction in
the example is based on the main insight from our general analysis where we formulate an
auxiliary mechanism design problem and use a payoff floor constraint to capture the seller’s
incentives. As in the example, the payoff floor is given by the profit of an efficient auction.
This is justified by the uniform Coase conjecture which states that profits in stationary
equilibria converge to the profit of an efficient auction (see Proposition 1 below). We then
show that the payoff floor constraint has to be binding at the optimal solution for a broad
class of distributions including the uniform distribution. This confirms Π∗ = 31

81
for two

buyers and the uniform distribution. To link the results obtained from the auxiliary problem
in continuous time to the original game, we provide an approximation by discrete time
equilibria.

3.3 Three or More Bidders

When there are three or more buyers, we can follow the same steps as before to obtain
a differential equation that combines the buyers’ indifference condition and the binding
incentive constraint for the seller. For general n we obtain

v̈t
v̇t
− (n− 2)(n+ 1)

(n− 1)

v̇t
vt

+ r = 0. (3.8)

As before we can obtain solutions for any choice v+
0 > 0. If n > 2, however, these solutions

yield cutoff and price paths which are strictly increasing. Hence, they cannot constitute an
equilibrium. This leaves open the following questions: Are there other ways of constructing
more complicated equilibria? After all, the equilibrium we constructed for the case of n = 2

is very specific: in particular, the seller’s incentive constraint is binding and the speed of
trade is time-invariant. Relaxing these constraints opens many new possibilities of equilibria.
An implication of our main analysis is that for the uniform distribution, it is impossible to
construct a non-trivial equilibrium if n > 2. The only possibility is that Π∗ = Π∗ = ΠE. In
contrast to the case of two buyers, commitment is crucial for using positive reserve prices
to attain a profit higher than the efficient auction profit. Our general analysis shows that

21This was first recognized by McAfee and Vincent (1997), see footnote 22 below.
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positive reserve prices can only be sustained in equilibrium if the seller’s binding incentive
constraint yields a decreasing sequence of prices and cutoffs. This confirms that Π∗ = ΠE if
there are three or more buyers in the case of the uniform distribution.

4 Results

This section presents the results of the paper. Based on AD we start by showing existence of
weak-Markov equilibria—that is, equilibria with stationary buyer-strategies that only depend
on the valuation and the current reserve price. The second part of the following proposition
generalizes the uniform Coase conjecture for weak-Markov equilibria to the auction setting.

Proposition 1. (i) (Existence) A weak-Markov equilibrium exists for every r > 0 and ∆ > 0.

(ii) (Uniform Coase Conjecture) Suppose Assumption 3 holds. For every ε > 0, there
exists ∆ε > 0 such that for all ∆ < ∆ε, all x ∈ [0, 1], and every symmetric weak-Markov
equilibrium (p, b) of the game with period length ∆ and a truncated distribution F (v|v ≤ x)

on [0, x] , the seller’s profit associated with this equilibrium, Π∆ (p, b|x), is bounded above
by (1 + ε) ΠE (x), where ΠE (x) is the seller’s profit from the efficient auction under this
truncated distribution.

The second part of the proposition shows that the seller’s profit in every symmetric weak-
Markov equilibrium converges to the profit of the efficient auction.22 Uniform convergence,
in the sense that Π∆ (p, b|x) /ΠE (x) → 1 uniformly for all x ∈ (0, 1], will be used in the
equilibrium construction that underlies our main results.

The first theorem formalizes our earlier observation that with limited commitment, the
revenue from Myerson’s optimal auction is not attainable in any perfect Bayesian equilib-
rium.23

Theorem 1. Suppose Assumption 1 holds. The maximal profit, Π∗, that the seller can
achieve in equilibrium as ∆ → 0, is strictly below the seller’s profit in Myerson’s optimal
auction ΠM .

22Notice that in contrast to the Coase conjecture for one buyer, Proposition 1.(ii) does not show that the
initial reserve price p0 converges to zero. This is in fact not the case in the auction setting as was noted
by McAfee and Vincent (1997). However, reserve prices for t > 0 converge to zero which is sufficient for
the convergence of equilibrium profits to the profit of an efficient auction—the counterpart of the Coase
conjecture in the auction setting.

23Theorem 1 holds without Assumption 1. We focus on the regular case where this assumption holds.
Otherwise, Myerson’s optimal auction may involve bunching and is not contained in the class of auction
formats that we consider.
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Note that in order to attain the Myerson’s optimal auction profit ΠM , the seller must
maintain a constant reserve price in equilibrium. This is impossible because in all equilibria
of our game, weak-Markov or not, prices must decline to zero. In fact, we prove that, for
any fixed ∆ > 0, as well as in the limit as ∆ → 0, the maximal profit the seller can attain
is strictly below the full commitment profit ΠM .

The main analysis of the paper concerns the characterization of Π∗ as well as the set of
perfect Bayesian equilibrium payoffs for the seller in the limit as ∆→ 0. The characteriza-
tion depends on the type distribution and the number of buyers. To state the dependence
formally, we define a distribution-specific cutoff N(F ) on the number of buyers:24

N(F ) := 1 +

√
2 + φ

1 + φ
.

The first main result shows that if the number of buyers is above this threshold, the maximal
equilibrium profit the seller can achieve in the limit is the efficient auction profit. Since the
seller can guarantee this profit in any equilibrium (see Lemma 3 below), the set of achievable
payoffs contains just ΠE.

Theorem 2. Suppose Assumptions 1 and 2 hold. If n > N(F ), then the set of equilibrium
profits in the limit is a singleton and Π∗ = Π∗ = ΠE. There exists a sequence of weak-Markov
equilibria for which the profit converges to ΠE as ∆→ 0.

Depending on the type distribution, the cutoff N(F ) can take any value above one. For
example, if valuations are distributed according to F (v) = vk with support [0, 1] and k > 0,
we have φ = k − 1 and N(F ) = 1 +

√
1 + k/k. The cutoff becomes large in this example if

k < 1, a case in which the density is unbounded at zero. In many economic applications,
however, we study distribution functions with finite densities. For this common class of
distributions, N(F ) remains small, and Π∗ equals ΠE as long as there are at least two or
three buyers. Formally we have:

Corollary 1. Suppose Assumptions 1 and 2 hold. If the density f satisfies f(0) > 0 and
has a finite derivative at 0, then Π∗ = Π∗ = ΠE if n ≥ 3.

Corollary 2. Suppose Assumptions 1 and 2 hold. If the density f is twice continuously
differentiable at zero, f(0) = 0 and f ′ (0) 6= 0, then Π∗ = Π∗ = ΠE if n ≥ 2.

Corollary 1 is applicable to any distribution with a finite and strictly positive density and
a bounded derivative. It confirms that for the uniform example with three or more bidders

24Recall that φ = limv→0
f ′(v)v
f(v) , which exists and is greater than −1 by Assumption 2.
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in Section 3, the efficient auction profit is indeed the best the seller can hope for. Corollary
2 shows that the cutoff is even lower if the density vanishes at zero.

From Theorem 2 (and the complementary Theorem 3.(i) below), we observe that the
optimality of the efficient auction in the limit only depends on the lower tail of the distri-
bution. The intuition is as follows. At any time t, the seller’s posterior is a truncation from
above of the original distribution. Therefore, the tail of the distribution determines the set
of equilibria in subgames which start after sufficiently many periods. Suppose the tail of
the distribution allows multiple equilibria in every subgame starting in period t+ ∆. Then,
there are also multiple equilibria in any subgame starting at t. In contrast, if the tail of
the distribution pins down a unique continuation equilibrium for all possible histories after
sufficiently many periods, then there is a unique equilibrium in the whole game. Therefore,
the degenericity of the equilibrium set hinges on properties of the tail of the distribution.

If n < N(F ), the efficient auction no longer attains the highest equilibrium revenue. We
construct a sequence of (non-Markov) equilibria that achieves Π∗ > ΠE and characterize
the entire set of limiting profits that the seller can obtain in equilibrium. To do this, we
need to introduce some notation. We define a function g : (0, 1] → R that will be used to
characterize the limiting outcome (in terms of vt) that achieves Π∗:

g(x) =
f ′ (x)

f (x)
−

[
x (F (x))n−1 − 2

´ x
0

(F (v))n−1 dv
]
f (x)

(n− 1)
´ x

0
[F (x)− F (v)] (F (v))n−2 f (v) vdv

.

Theorem 3. Suppose Assumptions 1, 2, and 3 hold, and n < N(F ).

(i) Π∗ > Π∗ = ΠE.

If in addition, Assumption 4 holds:

(ii) Π∗ > Π∗ = ΠE is achieved by a sequence of equilibria with positive reserve prices in
which the buyers’ equilibrium cutoff paths converge to a cutoff path that starts with
some v+

0 > 0, and it is given by the unique solution of the differential equation

v̇t = −
ˆ vt

0

re
´ vt
v g(x)dxdv. (4.1)

The corresponding path of reserve prices is given by

pt = vt +

ˆ ∞
t

e−r(s−t)
(
F (vs)

F (vt)

)n−1

v̇sds, ∀t > 0.25 (4.2)

25The initial price at t = 0 is given by p0 = v+
0 +
´∞

0
e−rs

(
F (vs)/F (v+

0 )
)n−1

v̇sds.
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(iii) Any Π ∈
[
ΠE,Π∗

]
is a limit of a sequence of perfect Bayesian equilibrium payoffs as

∆→ 0.

Assumption 4 is used in parts (ii) and (iii) of Theorem 3 to show that the seller’s incentive
constraint must become binding in the limit as ∆→ 0 in order to achieve Π∗.26 In particular,
this implies that Π∗ is achieved by an initial auction followed by a continuously declining
reserve price that satisfies the ODE (4.1).27 Without Assumption 4, we cannot rule out that
the reserve price jumps down at times t > 0, so that a positive measure of types is induced
to participate in an auction at the same point in time.

With the cutoff path defined by Equation (4.1), we can return to the example of uniform
distribution with two bidders. In this case g(x) = 0, and hence the ODE in (4.1) reduces
to28

v̇t = −rvt.

The solution to this ODE is vt = v+
0 e
−rt. The revenue-maximizing initial cutoff is v+

0 = 2/3

and the corresponding sequences of reserve prices is pt = (4/9)e−rt. This confirms that
Π∗ = 31

81
—the heuristic equilibrium constructed in Section 3 indeed delivers the upper bound

of the equilibrium payoff.
Before we provide a more general example, we discuss the intuition behind the results in

Theorems 2 and 3. In particular, we give an intuitive explanation why the Coase conjecture
holds if the number of buyers is above the cutoff, and why for small numbers of buyers we
obtain an intermediate result between the folk theorem of AD for (n = 1) and the Coase
conjecture.

It is well understood why the Coase conjecture holds in weak-Markov equilibria. In weak-
Markov equilibria, all bidders follow stationary bidding strategies which can be interpreted
as a demand curve faced by the seller. The seller would like to collect the surplus below the
demand curve as quickly as possible. As ∆→ 0, she can collect the whole surplus by setting
more and more finely spaced reserve prices in shorter and shorter intervals. Prices must
therefore decline to zero immediately (“in the twinkling of an eye”) which implies that the
demand curve collapses to zero as well, and the Coase conjecture follows. This logic works
independent of the number of buyers but relies on stationarity. See Fuchs and Skrzypacz
(2010) for a related discussion.

26For Part (i), Assumption 4 is not needed because it suffices to construct a limiting outcome that achieves
a profit greater than ΠE but not necessarily equal to Π∗.

27We explain in Section 5.3 how (4.1) is obtained from the seller’s incentive constraint.
28Differentiating yields the differential equation we derived in the example section v̈t + rv̇t = 0.
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In contrast, the Coase conjecture in Theorem 2 is obtained without the stationarity
assumption. Different from the one-buyer case, the seller in the auction setting can guarantee
herself a strictly positive profit because she can always use an “outside option” and run
an efficient auction (see Lemma 3 below). In the one-buyer setting, the outside option is
irrelevant because it generates zero profit if there is no competition between buyers. With
competition, the ever-present outside option implies that, at any point in time, the seller
will engage in active screening only if the continuation profit from screening exceeds the
profit from immediately running the efficient auction. Note that the profit from the efficient
auction is always lower than the full commitment profit (both converge to zero as vt → 0,
in contrast to the gap-case we discuss below). If the number of buyers is higher, the outside
option is relatively more attractive compared with the potential benefits from continued
screening. If the number of bidders exceeds the cutoff N(F ), the outside option becomes so
attractive that there does not exist an equilibrium price path which can deter the seller from
taking the outside option.

To get a better understanding of the restriction imposed by the outside option, we can
consider the continuation at time t with posterior vt. In order to generate a sufficiently high
continuation profit at time t, one can choose a price path (pτ )τ>t to induce high types to
trade early and low types to delay trades. At a later point in time s > t, however, the seller’s
posterior will contain mainly the low types, and one may have to speed up the trade with
some of these low types in order to generate sufficiently high continuation profits at time
s, to induce the seller not to take the outside option at time s. Hence, there is a conflict
between screening types optimally from the perspectives of any two times t and s > t. If
the outside option is less attractive relative to continued screening, i.e., when the number
of buyers is small, then this conflict can be resolved more easily, and screening is possible
although the prices decline over time. If the outside option is more attractive relative to
screening, it is impossible to find a price path such that the seller never takes outside option,
and thus the Coase conjecture holds for all equilibria.

The comparison between the outside option and the potential benefits from screening can
also to help understand the gap case where the buyers’ type distribution has support [ε, 1].
By posting price pt = ε, the seller can guarantee herself a strictly positive profit, even with
only one buyer. Different from the no-gap auction case, however, the profit of the outside
option does not converge to zero as vt → ε. Instead, for vt sufficiently close to ε, the profit
attainable by setting pt = ε coincides with the full commitment profit. As a result, the game
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ends in finite time which implies that all equilibria must be weak-Markov.29 Hence, in the
gap case, the Coase conjecture directly follows from stationarity.

We conclude this section by illustrating our results with power function distributions.

Example 1 (Power Function Distribution). Suppose the buyers’ valuations are distributed
according to F (v) = vk with support [0, 1] and k > 0. The distributions in this class satisfy
all our assumptions. We obtain φ = k− 1 and N(F ) = 1 +

√
1 + k/k; and the ODE in (4.1)

becomes
v̇t = − r

1 + κ
vt (4.3)

where
κ = (k − 1)− (nk − k − 1) (nk + 1)

(n− 1) k
.

If κ < −1, (4.3) implies that v̇t > 0. This corresponds to the case that n > N(F ). Indeed,
it is easy to verify that κ < −1 if and only if n > N(F ). It follows from Theorem 2 that
Π∗ = ΠE.

In contrast, if κ > −1, or equivalently n < N(F ), we have v̇t < 0 and the solution to the
ODE is given by

vt = v+
0 e
− r

1+κ
t. (4.4)

Choosing v+
0 optimally, we obtain the maximal profit Π∗(n, k). In order to illustrate the

performance of the seller under limited commitment, we measure the maximal profits that the
seller can extract as a function of n and k, relative to the profit increment (above the efficient
auction) that a seller with full commitment power could achieve: (Π∗ − ΠE)/(ΠM − ΠE).
Slightly abusing notation we have for all k and n such that κ > −1,

Π∗(n, k)− ΠE(n, k)

ΠM(n, k)− ΠE(n, k)
=

(
(k + 1)(k(n− 1) + 1)

kn+ 1

)(n−1)+ 1
k k + 1− k2(n− 1)2

kn+ 1
,

otherwise this ratio is 0 since Π∗(n, k) = Π∗(n, k) = ΠE(n, k). Figure 4.1 plots this ratio and
shows that for any number of bidders n, the seller can achieve significant improvements over
the profit of the efficient auction if the distribution is sufficiently concentrated on low types
(that is, k is close to zero). In the light blue region, the number of buyers is sufficiently
large or the type distribution is sufficiently strong so that the optimal solution under limited

29In the gap-case where the last period is endogenous, as well as in a game with an exogenous last period,
the equilibrium can be found by backward induction. This implies that it is essentially unique. In both cases
reputational equilibria are ruled out by uniqueness.

19



Figure 4.1: Profit improvements over the efficient auction Π∗−ΠE

ΠM−ΠE
.

commitment coincides with the efficient auction.

5 Methodology and Overview of Proofs

Our strategy to characterize Π∗, the corresponding limit price path, and the set of limit
equilibrium profits for the seller is to analyze an auxiliary dynamic mechanism design prob-
lem. To formulate the problem, we identify basic properties of equilibria of the discrete time
game (Section 5.1). These properties are necessary conditions for equilibrium outcomes. We
then formulate the same restrictions in continuous time and use them to define the feasible
set of mechanisms in the dynamic mechanism design problem (Section 5.2). Necessity of the
constraints implies that the value of the auxiliary problem is an upper bound for Π∗. Sec-
tion 5.3 describes the key lemmas and propositions in the analysis of the auxiliary problem.
Section 5.4 outlines how they are used in the proofs of Theorems 2 and 3. To conclude the
proofs, we links these results to equilibria of the discrete time game and establish sufficiency:
the value of the auxiliary problem is equal to Π∗. For Theorem 2, this follows directly from
equilibrium existence. For Theorem 3, we use an equilibrium construction based on ideas
from AD which can be found in Appendix D in the Supplemental Material.
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5.1 Equilibrium Properties

In any equilibrium of the discrete time game, all buyers play pure strategies that are char-
acterized by history-dependent cutoffs. This is captured by the following Lemma which
establishes the “skimming property,” an auction analog of a result by Fudenberg, Levine,
and Tirole (1985).

Lemma 1 (Skimming Property). Let (p, b) ∈ E(∆). Then, for each t = 0,∆, 2∆, . . ., there
exists a function βt : Ht× [0, 1]→ [0, 1] such that every bidder with valuation above βt(ht, pt)
places a valid bid and every bidder with valuation below βt(ht, pt) waits if the seller announces
reserve price pt at history ht.

The next lemma shows that randomization on the equilibrium path is not necessary to
attain the maximal profit.

Lemma 2. For every equilibrium (p, b) ∈ E(∆), there exists an equilibrium (p′, b′) ∈ E(∆) in
which the seller does not randomize on the equilibrium path and achieves a profit Π∆(p′, b′) ≥
Π∆(p, b).

Lemma 1 implies that at any history, the posterior of the seller is given by a truncation
of the prior. Lemmas 1 and 2 together imply that for the characterization of Π∗, we can re-
strict attention to equilibrium allocation rules which are deterministic (up to tie-breaking).30

Symmetric deterministic equilibrium allocation rules can be described in terms of a trading
time function T : [0, 1] → {0,∆, 2∆, . . .} which must be non-increasing because of Lemma
1. Given that buyers bid truthfully in a second-price auction, in any symmetric equilibrium
the object will be allocated at time T (v(n)), to the bidder with the highest valuation.

The last lemma in this section shows that the seller can ensure a continuation profit no
smaller than the profit of an efficient auction, even though running an efficient auction is
not a part of an equilibrium.

Lemma 3. Fix any equilibrium (p, b) ∈ E(∆) and any history ht. If the seller announces
the reserve price pt = 0 at ht (this may not be part of an equilibrium strategy), then every
bidder bids his true value and the game ends.

Lemma 3 provides a lower bound for the seller’s payoff on and off the equilibrium path
which provides a constraint for continuation payoffs in the dynamic mechanisms. It also
follows from this lemma that Π∗ ≥ ΠE.

30We will also see that this restriction is without loss for the set of limit profits achievable for the seller.
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5.2 The Auxiliary Problem: A Dynamic Mechanism Design Ap-

proach to Limited Commitment

We formulate an auxiliary dynamic mechanism design problem in continuous time in which
the seller has full commitment power. Buyers participate in a direct mechanism and make
a single report of their valuations at time zero. The mechanism awards the object to the
buyer with the highest reported type (up to tie breaking). It specifies a deterministic and
non-increasing trading time function T : [0, 1]→ [0,∞]. If the mechanism awards the object
to buyer i, then the allocation takes place at time T (vi). This is motivated by Lemmas 1
and 2. Moreover, the mechanism specifies a payment for the winning bidder.31

The discounted trading probability of a bidder with type v is e−rT (v) if he is the highest
bidder and zero otherwise. The (interim) expected discounted winning probability of a
buyer is thus Pr {vi = maxj v

j} e−rT (v), and this is non-decreasing since T is non-increasing.
Therefore, any non-increasing trading time function is implementable, and following standard
arguments, individual rationality and incentive compatibility constraints for the buyers can
be used to express the seller’s profit as

ˆ 1

0

J (v) e−rT (v)F (n)(v). (5.1)

Let us define cutoff types as
vt := sup {v |T (v) ≥ t} .

vt is the highest type that does not trade before time t. Since all buyers with types v > vt

trade before t, the posterior distribution at t, conditional on the event that the object has
not yet been allocated, is given by the truncated distribution F (v|v ≤ vt). Therefore, we
call vt the posterior at time t. We denote the posterior distribution functions and the virtual
valuation for the posterior at time t by

Ft (v) :=
F (v)

F (vt)
, and F

(n)
t (v) :=

F n (v)

F n (vt)
,

and
Jt(v) := v − F (vt|v ≤ vt)− F (v|v ≤ vt)

f (v|v ≤ vt)
= v − F (vt)− F (v)

f (v)
.

Generally, vt is continuous from the left, and since it is non-increasing, the right limit
31We restrict attention to mechanisms that only require payments from the winning bidder as is the case

for second-price auctions. This can be generalized easily to other mechanisms.
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exists everywhere. We will denote the right limit at t by

v+
t := lim

s↘t
vs.

For each t, v+
t is the highest type in the posterior after time t if the object is not yet sold.

Given the assumption of full commitment, the dynamic mechanism design problem of
maximizing (5.1) without further constraints, reduces to the static problem of Myerson
(1981). Under Assumption 1, the optimal solution is to allocate to the buyer with the
highest valuation if his virtual valuation is non-negative, and otherwise to withhold the
object. Formally, in terms of trading times, Myerson’s solution is given by

TM(v) :=

0 if J(v) ≥ 0,

∞ if J(v) < 0.
(5.2)

To obtain an auxiliary problem that captures the seller’s incentives under limited com-
mitment, we add an additional constraint. Motivated by Lemma 3 we assume that the
continuation payoff of the seller must be bounded below by the revenue of an efficient auc-
tion for the given posterior at each point in time. To state this “payoff floor constraint”
formally, we denote the revenue from an efficient auction for the posterior vt as

ΠE(vt) =
1

F (n) (vt)

ˆ vt

0

Jt(x)dF (n)(x).

The seller’s continuation payoff from the dynamic mechanism at time t can be formulated
as

1

F (n) (vt)

ˆ vt

0

e−r(T (x)−t)Jt(x)dF (n)(x).

Therefore, the payoff floor constraint (PF) is given by (where we have dropped the term
1/F (n) (vt) on both sides):

ˆ vt

0

e−r(T (x)−t)Jt(x)dF (n)(x) ≥
ˆ vt

0

Jt(x)dF (n)(x), for all t ≥ 0. (5.3)

The payoff floor constraint introduces a dynamic element into the auxiliary problem that
distinguishes it from a standard static mechanism design problem under full commitment.

To summarize, we can formulate the auxiliary problem as the following dynamic mecha-
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nism design problem:

V := sup
T :[0,1]→[0,∞]

ˆ 1

0

e−rT (x)J(x)dF (n)(x) (5.4)

s.t.
IC: T is non-increasing,

PF:
ˆ vt

0

e−r(T (x)−t)Jt(x)dF (n)(x) ≥
ˆ vt

0

Jt(x)dF (n)(x),∀t ≥ 0.

We call any T : [0, 1]→ [0,∞] that satisfies (IC) and (PF) a feasible solution of the auxiliary
problem.

For n = 1, the case of a single buyer, the right-hand side of the payoff floor constraint
is zero, and the optimal solution is TM .32 For n ≥ 2 this is not the case as the following
Lemma shows:

Lemma 4. For any T in the feasible set of the auxiliary problem, T (v) < ∞ for all v > 0

and limt→∞ vt = 0.

We denote the value of the auxiliary problem by V ,33 and standard techniques can be
used to show that an optimal solution exists.

Proposition 2. An optimal solution to the auxiliary problem exists.

The payoff floor constraint rules out a deviation by the seller to an efficient auction,
which is a necessary condition for an equilibrium. Therefore, the V is an upper bound for
the seller’s maximal profit Π∗. Formally we have

Proposition 3. Let (∆m) be a decreasing sequence with ∆m ↘ 0, and let (pm, bm) be a
sequence of equilibria in which the seller does not randomize on the equilibrium path. Then
lim sup
m→∞

Π∆m(pm, bm) ∈ [ΠE, V ]. In particular

Π∗ ≤ V.

Clearly, the lower bound is achievable by TE(v) ≡ 0. This corresponds to a second-price
auction with reserve price pt = 0 at time t = 0. TE(v) ≡ 0 implies vt = 0 for all t > 0, so
that the payoff floor constraint is trivially satisfied for t > 0. For t = 0, the constraint is
trivially satisfied because we have the profit of an efficient auction on both sides.

32This also implies the folk-theorem obtained by AD.
33In continuous time, a change in r is equivalent to a change in the unit of measurement for time, which

is irrelevant if t is a continuous variable. Therefore V is independent of r.
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We will show that the upper bound V is achievable by a sequence of equilibria as ∆→ 0. If
V = ΠE, this follows directly from the existence of equilibria (Proposition 1.(i)). If V > ΠE

the construction uses weak-Markov equilibria to punish deviations from the equilibrium
path. This is possible because the profit of weak-Markov equilibria converges to the right-
hand side of the payoff floor constraint as ∆ → ∞ (see Proposition 1.(ii)). Therefore, in
order to characterize Π∗, the revenue maximizing cutoffs and reserve prices, and the set of
limiting profits achievable for the seller, it is adequate to solve the auxiliary problem.

For the proof of Theorem 1, we note that by Lemma 4, Myerson’s solution TM is not
feasible and hence V < ΠM . Together with Proposition 3, this implies Π∗ < ΠM which
proves to Theorem 1.

We noted above that any non-increasing trading time function T (with cutoffs vt) can be
implemented. This means that there exists a sequence of reserve prices pt such that for all t,
all types above v+

t strictly prefer to bid before or at time t, all lower types strictly prefer to
wait, and type v+

t is indifferent between buying immediately at price pt and waiting.34 This
price sequence can be obtained from the envelope formula for the buyers’ payoff. Formally,
we have

Lemma 5. Let T : [0, 1]→ [0,∞] be non-increasing and (vt)t∈R the corresponding sequence
of cutoffs. Then the following sequence of prices implements (vt)t∈R:

pt = v+
t − e

rT(v+
t )
ˆ v+

t

0

e−rT (v)

(
F (v)

F
(
v+
t

))n−1

dv. (5.5)

If vt is differentiable, we have v+
t = vt, and obtain equation (4.2)

pt = vt +

ˆ ∞
t

e−r(s−t)
(
F (vs)

F (vt)

)n−1

v̇sds.

5.3 Analysis of the Auxiliary Problem

We now develop four key ingredients that will be used in order to the characterize optimal
solutions to the auxiliary problem and the set of feasible profits.

First, we show that the efficient auction (TE) is optimal if and only if it is the only feasible
solution to the auxiliary problem. It is clear that any feasible solution yields a profit that is
at least as high as the profit of the efficient auction. Otherwise, the payoff floor constraint

34Note that v+
t is the infimum of all types that trade at time t. Therefore, if the reserve price at time t is

pt, the buyer with valuation v+
t will pay price pt if she makes a truthful bid at time t and this bid wins.
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would be violated at t = 0. The following proposition shows that if positive reserve prices
are feasible, that is, if the feasible set includes a solution with delayed trade for low types,
then the seller can achieve a strictly higher revenue than in the efficient auction.

Proposition 4. An efficient auction (TE) is an optimal solution to the auxiliary problem if
and only if it is the only feasible solution.

To get an intuition for this result, compare the efficient auction in which all types trade
at time zero, to an alternative feasible solution in which only the types in (v+

0 , 1] trade at
time zero, where v+

0 < 1.35 There are two effects that determine how the profits of these two
solutions are ranked. First, in the alternative, the trade of low types is delayed, which creates
an inefficiency. Second, the delay for the low types reduces information rents for higher types.
We must argue that the total reduction in information rents exceeds the inefficiency, so that
the ex-ante profit is higher under the alternative solution. We first consider the reduction
in information rents only for the types in [0, v+

0 ]. This is what matters for the continuation
profit at time 0+, that is, right after the initial trade. Feasibility implies that the reduction
in information rents for the types in [0, v+

0 ] must already (weakly) exceed the revenue loss
from inefficiency. Otherwise, the continuation profit at 0+ would be smaller than the profit
from an efficient auction given the posterior v+

0 , and thus the payoff floor constraint would be
violated. If we now include the types in (v+

0 , 1] in the comparison, we must add the reduction
in information rents for these types but there is no additional inefficiency because these types
trade at time zero in both solutions. Therefore, the total reduction in information rents is
strictly higher than the inefficiency, and the ex-ante profit under the alternative is strictly
higher than under the efficient auction.

Proposition 4 implies that in order to decide whether the efficient auction is optimal or
not, it suffices to determine whether it is the unique feasible solution. This will be particularly
useful, if we are able to construct solutions with non-zero trading times. We approach such
a construction by considering the binding payoff floor constraint.

Lemma 6. Let vt be a sequence of cutoffs for which the payoff floor constraint is binding for
all t ∈ (a, b), where 0 ≤ a < b ≤ ∞. Then vt is twice continuously differentiable on (a, b)

and satisfies the differential equation

v̈t
v̇t

+ g(vt)v̇t + r = 0. (5.6)

35In the proof of Proposition 4, we show that we can always construct a feasible solution with 0 < v+
0 < 1,

if there exists any feasible solution that differs from the efficient auction.

26



This Lemma is a consequence of Lemmas 10 and 11 in Appendix A.3.1. The next lemma
studies the solutions to the differential equation (5.6). In particular, we characterize precise
conditions under which there exists a non-trivial solution that is decreasing and thus is
feasible in the auxiliary problem. It turns out that a non-trivial feasible solution exists if
n < N(F ) and does not exist if n > N(F ).

Lemma 7. (i) If n > N(F ), there exists no decreasing solution to (5.6) that satisfies
v+

0 > 0 and limt→∞ vt = 0.

(ii) If n < N(F ), there exists a decreasing solution to (5.6) that satisfies v+
0 > 0 and

limt→∞ vt = 0. Among all such solutions, the one given by (4.1) maximizes the seller’s
revenue for a given boundary value v+

0 .

Note that, when feasible solutions exist, they are not unique for a given boundary value
v+

0 , because (5.6) is a second-order differential equation.36 The second part of Lemma 7
identifies the optimal solution for a given boundary value. Lemma 7 follows from Lemmas
13 and 14 in Appendix A.3.2.

The last ingredient is the following proposition which shows that the payoff floor con-
straint must be locally binding for an optimal solution if the monopoly profit is locally
concave. It is clear from this proposition why the previous two lemmas are crucial for the
analysis of optimal solutions to the auxiliary problem.

Proposition 5. If v(1 − F (v)) is locally concave over an interval (a, b) , then for every
optimal solution, the payoff floor constraint binds for all t such that vt ∈ (a, b).

Proposition 5 is a direct consequence of Lemmas 18 and 19 in Appendix A.3.3. In the
proof of Theorem 2, we will use Proposition 5 on intervals of the form (0, ε). In this case,
the requirement of local concavity is satisfied for any distribution function without imposing
Assumption 4 (see the discussion in Section 2).

In order to clarify the role of local concavity, we briefly outline the proof of Proposition
5. To show that the payoff floor constraint must bind at the optimal solution, we consider
solutions for which the payoff floor constraint is slack for a time interval (a, b) and construct
feasible variations. Roughly speaking, the variation we consider spreads out the trades
that happen between a and b. For the high types in the interval (v+

b , va], we decrease the
trading time, and for the low types we increase the trading time. Such a variation is always

36The ODE (5.6) does not satisfy the Lipschitz condition at v = 0 because g(v) may be unbounded.
Therefore a boundary condition for t→∞ does not pin down a unique solution.
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possible. If the monopoly profit v(1 − F (v)) is concave on the interval of valuations that
trade between a and b, then we prove that such a variation is not only feasible but also
improves the seller’s ex-ante expected profit. If v(1− F (v)) is convex, we have to construct
a variation that concentrates the trading times of the types that trade between a and b,
rather than spreading them out. Such a variation, however, is only feasible if the trade is
not already concentrated on a single point in time. Therefore, with a non-concave monopoly
profit, we cannot rule out that the payoff floor constraint is slack on some interval if there
is an atom of trade at the end of the interval.37

In the following section, we explain how Lemmas 6 and 7 and Propositions 4 and 5 can
be used to characterize the optimal solution to the auxiliary problem.

5.4 Overview of the Proofs of Theorems 2 and 3

The formal proofs of Theorems 2 and 3 can be found in Appendix A.3. Both have two parts.
The first characterizes the solution to the auxiliary problem. The second part shows that
the value of the auxiliary problem is Π∗ and that its optimal solution can be approximated
by discrete time equilibria.

Theorem 2 assumes n > N(F ). We use an indirect argument to show that in this
case, the feasible set of the auxiliary problem only contains the efficient auction. Suppose by
contradiction, that there exists another element T in the feasible set (we identify trading time
functions that coincide almost everywhere). Proposition 4 implies that this solution yields
strictly higher revenue than the efficient auction. T need not be optimal but Proposition 2
implies that an optimal solution to the auxiliary problem exists, which we call T̂ with cutoffs
denoted by v̂t. Remember that for any distribution, v(1 − F (v)) is locally concave for v
sufficiently small. Therefore, Proposition 5 implies that the payoff floor constraint is locally
binding for v sufficiently small. In other words, if t is large enough, so that v̂t is sufficiently
small, v̂t must satisfy the ODE (5.6) and limt→∞ v̂t = 0.38 This is a contradiction because
Lemma 7 shows that for n > N(F ) the ODE (5.6) does not admit a solution that satisfies
limt→∞ vt = 0. Therefore, we have shown that the feasible set of the auxiliary problem
collapses to a singleton—the efficient auction—if n > N(F ). In other words, V = ΠE.
Note that this proof does not require Assumption 4 because local concavity around zero is
a property of any distribution function with support [0,1].

37So far, we have not been able to rule out this possibility or to construct an example where a solution
with this feature is optimal.

38For this step, we need to ensure that the sequence v̂t does not jump over the range of values where local
concavity is guaranteed (see Lemma 20 in Appendix A.3.3).
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For the second step in the proof of Theorem 2, note that V = ΠE, together with Proposi-
tion 3 and Lemma 3, implies that Π∗ = ΠE if n > N(F ). Here we implicitly used equilibrium
existence (Proposition 1.(i)), but do not require the uniform Coase conjecture in Proposition
1.(ii). Proposition 3 and Lemma 3 alone imply that equilibrium profits converge to ΠE.
Hence, the proof of Theorem 2 does not rely on Assumption 3.

Theorem 3 assumes n < N(F ). In this case, Lemma 7 implies that the ODE (5.6)
yields a feasible solution for the auxiliary problem. Taking v+

0 > 0 we thus obtain a feasible
solution that is different from the efficient auction. By Proposition 4, this solution must
yield strictly higher revenue than the efficient auction. This establishes that the value of
the auxiliary problem exceeds ΠE if n < N(F ). For parts (ii) and (iii), Theorem 3 assumes
global concavity (Assumptions 4). Under this assumption, Proposition 5 and Lemma 7 imply
that the solution to the ODE (4.1) is an optimal solution (for an optimally chosen boundary
condition v+

0 ). By varying v+
0 between 0 and the optimal value, we thus obtain a family of

feasible solutions of the auxiliary problem that achieve any profit in [ΠE, V ].
For the second step in the proof of Theorem 3, we show that each solution in this family

can be approximated by discrete time equilibria and thus establish sufficiency of the auxiliary
problem (see Appendix D in the Supplemental Material). The approximation uses a discrete
trading time T∆ : [0, 1]→ {0,∆, 2∆, ...}, where ∆ > 0 is an arbitrarily chosen period length.
T∆ is constructed such that the payoff floor constraint is slack for all t ∈ {0,∆, 2∆, ...}. This
approximation, together with (5.5), will be used to define the equilibrium price path for a
game with given ∆. On the equilibrium path, buyers best respond to this price path. If the
seller deviates from the equilibrium price path, the buyers use a continuation strategy given
by a weak-Markov equilibrium. Note that buyers can react to a deviation by the seller in
the same period. Therefore, the response to a deviation is immediate and the seller cannot
obtain profits in excess of the weak-Markov equilibrium profit. The uniform Coase conjecture
(Proposition 1.(ii)) thus implies that the profit after a deviation converges to the profit of the
efficient auction. The equilibrium path, on the other hand is carefully constructed such that
it yields a profit above the profit of weak-Markov equilibria. As ∆→∞, T∆ is constructed
such that it converges to the solution to the binding payoff floor constraint, but sufficiently
slowly so that weak-Markov equilibria can be used to provide incentives for the seller.
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6 Concluding Remarks

In this paper we have studied the role of commitment power in auctions where the seller
cannot commit to future reserve prices. Our analysis draws insights from the bargaining
literature, and the auction and mechanism design literature. We conclude the paper with a
discussion of limitations and extensions of our framework, and future research directions.

Symmetry Restriction. Throughout the paper, we have restricted attention to buyer-
symmetric equilibria. Symmetry is a natural assumption in situations where buyers are
anonymous, or in situations where it is difficult for buyers to coordinate their behavior. We
obtain a partial result in relaxing this symmetry assumption. Since buyers face a common
sequence of reserve prices set by the seller, asymmetric bidding strategies imply that different
buyers have different cutoffs for bidding at some history. We show that buyers’ cutoffs must
be identical in the continuous-time limit under two assumptions: the sequence of reserve
prices is deterministic and the cutoffs are strictly decreasing. Therefore, even if asymmetric
equilibria might exist in discrete-time games, the asymmetry must vanish the in the limit and
symmetry restriction is without loss in considering the seller’s equilibrium revenue, provided
that the two assumptions are satisfied.

We conjecture that the two assumptions are inessential for our results and that the payoff
set for the seller in the continuous time limit cannot be expanded by allowing for asymmetric
equilibria.

Symmetry plays a crucial role in establishing the revenue equivalence theorem in auction
theory, and is likewise important in extending our analysis of second-price auctions to the
more general class of allocative efficient auctions. Besides this immediate consequence, we
now highlight other roles played by symmetry assumption. If we allow for asymmetric equi-
libria, we can formulate an asymmetric auxiliary problem in terms of a trading time function
(or a sequence of cutoffs) for each buyer. Since the seller can only choose a single price in each
period, however, the set of implementable cutoff sequences for a given buyer depends on the
cutoff sequences chosen for the other buyers. Therefore, the asymmetric auxiliary problem
requires additional constraints which are quite complex and not very tractable.39 A more
fundamental problem for a tractable specification of the auxiliary problem arises because we
do not know how to extend the proof of Lemma 2 to asymmetric equilibria.40 Consequently,

39In Appendix E in the Supplemental Material, we derive a restriction that is necessary for asymmetric
cutoffs to be implementable by a single reserve price.

40In the proof for the symmetric case, for any (possibly mixed) equilibrium, we select the sequence of (sym-
metric) cutoffs implemented along one particular on-path history. Since every symmetric sequence of cutoffs
is implementable by some sequence of reserve prices, we are able to construct a new equilibrium without on-
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we cannot restrict attention to deterministic allocation rules. Finally, symmetry also helps to
rule out that buyers play dominated strategies in second-price auctions, which is a standard
assumption.41 In light of these issues, it seems that the complications involved in studying
asymmetric equilibria are on par with the complications that arise when analyzing general
mechanisms. We believe that the analysis of general mechanisms is a fruitful direction for
future research but is beyond the scope of the paper.

Modeling Limited Commitment. Our way of modeling limited commitment assumes
that the seller can commit to the terms of trade within a single period: if ∆ =∞, there is full
commitment; as ∆→ 0, the seller’s commitment power vanishes. This approach is pioneered
by Milgrom (1987), who considers directly a continuous-time model with restricted strategy
spaces that make the continuous-time game well-defined. This approach is also consistent
with the analysis of limited commitment in the durable goods monopoly literature.

An alternative modeling approach is to assume that the seller’s opportunity of running
an additional auction is uncertain.42 This can be cast into a continuous-time framework as
follows. There is a Poisson arrival of auction opportunities, with constant arrival rate λ. An
auction can only be held when there is an arrival. If λ = 0 (and assume that there is always
an auction at t = 0), there is full commitment; if λ→∞, the commitment power vanishes.
This model is similar to ours except that the period length ∆ is random, but ∆ → 0 in
distribution as λ→∞.

Another way to formulate the problem of limited commitment is to allow long-term
contracts and renegotiation (see Hart and Tirole, 1988; Strulovici, 2013, and references
therein). In our setup with multiple bidders, however, modeling renegotiation introduces
new conceptual issues, such as the protocol of multiple-person bargaining and signaling in
the renegotiation phase.

Unknown Number of Bidders. We assume that the seller knows the number of
serious bidders, and normalize the seller’s commonly known reservation value to be 0. This
is a natural assumption because a bidder who knows that his value is below the seller’s
reservation value will not obtain the object in any case and will not show up in an auction.

path randomization and weakly higher profits. With asymmetric cutoffs, this is no longer possible because
the cutoffs implemented along a particular history may not be implementable by a single deterministic price
sequence.

41For n > 2, Blume and Heidhues (2004) show that the second-price auction has a unique equilibrium if
the seller uses a non-trivial reserve price. Therefore, symmetry is not needed to rule out low-profit equilibria
if n > 2. By posting a reserve price close to zero, the seller can end the game with probability arbitrarily
close to one and guarantee herself a profit arbitrarily close to the profit of an efficient auction. This implies
that the lower bound for the seller’s equilibrium payoff that we obtain in Lemma 3 is independent of the
symmetry assumption if there are at least three buyers.

42We thank a referee for suggesting this alternative model.
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A natural research question is what happens when the seller is uncertain about the number
of serious buyers. With full commitment, the problem of an uncertain number of bidders
has first been studied by McAfee and McMillan (1987). Without commitment, a possible
modeling approach is to assume that there are n bidders whose values are distributed over
[0, 1], but the seller’s reservation value c is interior. In this case, the seller is uncertain about
the number of bidders whose values are above c; indeed, it is possible that no bidder has
a value above c. Over time, the seller will update her belief about the number of serious
bidders and their valuations. Eventually, the seller will believe that the number of bidders
is small, and hence the seller will slow down the decline of the reserve price, which can be
used to support an equilibrium that fares better than an efficient auction.

Other Research Questions. In the present paper, we take a step towards understand-
ing the role of commitment power in auctions. Our aim is to provide a deeper conceptual
understanding of the economics behind commitment, and to provide a useful methodology to
handle limited-commitment problems. We therefore chose the classic single-object environ-
ment initiated by Myerson (1981). In applications, one might be interested in multiple-unit
auctions as well as auctions with entry of new buyers. These issues are interesting and of
practical relevance. We believe our framework and methodology will be useful to address
these questions. Dynamic auctions with limited commitment also open a whole set of new
theoretical issues. Many questions that have been studied for auctions with full commitment
have their counterparts in our framework with limited commitment. Another set of interest-
ing questions is how various market design details matter under limited commitment. For
instance, one could consider the role of secret reserve prices, where the auctioneer openly
solicits bids without publicly announcing a reserve price. In this environment, one would
further ask whether the auctioneer can ever commit to her privately set reserve prices. A
more theoretical direction is to explore information disclosure in auctions. We leave these
questions for future research.

A Appendix

A.1 Proofs from Section 5

A.1.1 Proof of Lemma 2

Proof. In the main paper we slightly abuse notation by using pt both for the seller’s (possibly
mixed) strategy and the announced reserve price at a given history. This should not lead to
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confusion in the main part but for this proof we make a formal distinction. We denote the
reserve price announced in period t by xt. A history is therefore given by ht = (x0, . . . , xt−∆).
Furthermore we denote by ht+ = (ht, xt) = (x0, . . . , xt−∆, xt) a history in which the reserve
prices x0, . . . , xt−∆ have been announced in periods t = 0, . . . , t − ∆ but no buyer has
bid in these periods, and the seller has announced xt in period t, but buyers have not
yet decided whether they bid or not. For any two histories ht = (x0, x∆, ..., xt−∆) and
h′s = (x′0, x

′
∆, ..., x

′
s−∆), with s ≤ t, we define a new history

ht ⊕ h′s = (x′0, x
′
∆, ..., x

′
s−∆, xs, ..., xt−∆).

That is, ht⊕h′s is obtained by replacing the initial period s sub-history in ht with h′s. Finally,
we can similarly define ht+ ⊕ h′s for s < t. With this notation we can state the proof of the
lemma.

Consider any equilibrium (p, b) ∈ E(∆) in which the seller randomizes on the equilibrium
path. The idea of the proof is that we can inductively replace randomization on the equilib-
rium path by a deterministic reserve price and at the same time weakly increase the seller’s
ex-ante revenue. We first construct an equilibrium (p0, b0) ∈ E(∆) in which the seller earns
the same expected profit as in (p, b), but does not randomize at t = 0. If the seller uses a
pure action at t = 0, we can set (p0, b0) = (p, b). Otherwise, if the seller randomizes over
several prices at t = 0, she must be indifferent between all prices in the support of p0(h0).
Therefore, we can define p0

0(h0) as the distribution that puts probability one on a single
price x0 ∈ supp p0(h0). If we leave the seller’s strategy unchanged for all other histories
(p0
t (ht) = pt(ht), for all t > 0 and all ht ∈ Ht) and set b0 = b, we have defined an equilibrium

(p0, b0) that gives the seller the same payoff as (p, b) and specifies a pure action for the seller
at t = 0.

Next we proceed inductively. Suppose we have already constructed an equilibrium
(pm, bm) in which the seller does not randomize on the equilibrium path up to t = m∆,
but uses a mixed action on the equilibrium path at (m+1)∆. We want to construct an equi-
librium (pm+1, bm+1) with a pure action for the seller on the equilibrium path at (m + 1)∆.
Suppose that in the equilibrium (pm, bm), the highest type in the posterior at (m + 1)∆

is some type β0
(m+1)∆ > 0. We select a price in the support of the seller’s mixed action

at (m + 1)∆, which we denote by x0
(m+1)∆, such that the expected payoff of β0

(m+1)∆ at
ht+ = (ht, x

0
(m+1)∆) is weakly smaller than the expected payoff at ht. In other words, we

pick a price that is (weakly) bad news for the buyer with type β0
(m+1)∆. This will be the

equilibrium price announced in period t = (m + 1)∆ in the equilibrium (pm+1, bm+1). The

33



formal construction of the equilibrium is rather complicated. The rough idea is that, first we
posit that after x0

(m+1)∆ was announced in period (m+1)∆, (pm+1, bm+1) prescribes the same
continuation as (pm, bm). Second, on the equilibrium path up to period m∆, we change the
reserve prices such that the same marginal types as before are indifferent between buying
immediately and waiting in all periods t = 0, . . . ,m∆. Since we have chosen x0

(m+1)∆ to be
bad news, this leads to (weakly) higher prices for t = 0, . . . ,m∆, and therefore we can show
that the seller’s expected profit increases weakly. Finally, we have to specify what happens
after a deviation from the equilibrium path by the seller in periods t = 0, . . . , (m + 1)∆.
Consider the on-equilibrium history ht in period t for (pm+1, bm+1). We identify a history ĥt
for which the posterior in the original equilibrium (p, b) is the same posterior as at ht in the
new equilibrium. If at ht, the seller deviates from pm+1 by announcing the reserve price x̂t,
then we define (pm+1, bm+1) after ht+ = (ht, x̂t) using the strategy prescribed by (p, b) for the
subgame starting at ĥt+ = (ĥt+ , x̂t). We will show that with this definition, the seller does
not have an incentive to deviate.

Next, we formally construct the sequence of equilibria (pm, bm) , m = 1, 2, ..., and show
that this sequence converges to an equilibrium (p∞, b∞) in which the seller never randomizes
on the equilibrium path and achieves an expected revenue at least as high as the expected
revenue in (p, b). We first identify a particular equilibrium path of (p0, b0) with a sequence
of reserve prices h0

∞ = (x0
0, x

0
∆, ...) and the corresponding buyer cutoffs β0 = (β0

0 , β
0
∆, ...)

that specify the seller’s posteriors along the path h0
∞ = (x0

0, x
0
∆, ...).43 Then we construct

an equilibrium (pm, bm) such that the following properties hold: for t = 0, ...,m∆, the
equilibrium prices xmt chosen by the seller are weakly higher than x0

t and the equilibrium
cutoffs βmt are exactly β0

t ; for t > m∆, or off the equilibrium path, the strategies coincide
with what (p0, b0) prescribes at some properly identified histories, so that the two strategy
profiles prescribe the same continuation payoffs at their respective histories.

In order to determine h0
∞ = (x0

0, x
0
∆, ...) and β0 = (β0

0 , β
0
∆, ...) we start at t = 0 and define

x0
0 as the seller’s pure action in period zero in the equilibrium (p0, b0) and set β0

0 = 1. Next
we proceed inductively. Suppose we have fixed x0

t and β0
t for t = 0,∆, . . .. To define x0

t+∆, we
select a price in the support of the seller’s mixed action at history h0

t+∆ = (x0
0, ..., x

0
t ) in the

equilibrium (p0, b0) such that the expected payoff of the cutoff buyer type β0
t , conditional on

x0
t+∆ is announces, is no larger than this type’s expected payoff at the beginning of period
t + ∆ before a reserve price is announces.44 We then pick β0

t+∆ as the cutoff buyer type

43Note that the cutoffs β0
t are the equilibrium cutoffs which may be different from the cutoffs that would

arise if the seller used pure actions with prices x0
0, x

0
∆, ... on the equilibrium path.

44If the seller plays a pure action at h0
t+∆, then x

0
t+∆ the price prescribed with probability one by the pure
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following history
(
x0

0, ..., x
0
t , x

0
t+∆

)
.

(p0, b0) was already defined. We proceed inductively and construct equilibrium (pm+1, bm+1)

for m = 0, 1, . . . as follows.

(1) On the equilibrium path at t = (m+ 1) ∆, the seller plays a pure action and announces
the reserve price xm+1

(m+1)∆ := x0
(m+1)∆.

(2) On the equilibrium path at t = 0,∆, ...,m∆, the seller’s pure action xm+1
t is chosen

such that the buyers’ on-path cutoff types in periods t = ∆, ..., (m+ 1) ∆ is βm+1
t = β0

t ,
where β0

t was defined above.

(3) On the equilibrium path at the history ht+ = (x0, . . . , xt) for t = 0,∆, (m+ 1) ∆, each
buyer bids if and only if vi ≥ βm+1

t = β0
t .

(4) at t > (m+ 1) ∆ : for any history ht = (x0, ..., xt−∆) in which no deviation has occurred
at or before (m+ 1) ∆, the seller’s (mixed) action is pm+1 (ht) := p0

(
ht ⊕

(
x0

0, ..., x
0
(m+1)∆

))
.

For any history ht+ = (x0, ..., xt−∆, xt) in which no deviation has occurred at or before
(m+ 1) ∆, the buyer’s strategy is defined by bm+1 (ht+) := b0

(
ht+ ⊕

(
x0

0, ..., x
0
(m+1)∆

))
.

(5) For any off-path history ht = (x0, ..., xt−∆) in which the seller’s first deviation from the
equilibrium path occurs at s ≤ (m+ 1) ∆, the seller’s (mixed) action is prescribed by
pm+1 (ht) := p0

(
ht ⊕

(
x0

0, ..., x
0
s−∆

))
. For any off-path history ht+ = (x0, ..., xt−∆, xt)

in which the seller’s first deviation from the equilibrium path occurs in period s ≤
(m+ 1) ∆, the buyer’s strategy is bm+1 (ht+) := b0

(
ht+ ⊕

(
x0

0, ..., x
0
s−∆

))
.

In this definition, (1) and (2) define the seller’s pure actions on the equilibrium path up
to (m+ 1) ∆. The prices defined in (1) and (2) are chosen such that bidding according to
the cutoffs βm+1

t is optimal for the buyers. Part (4) defines the equilibrium strategies for all
remaining on-path histories and after deviations that occur in periods after (m+1)∆, that is,
in periods where the seller can still mix on the equilibrium path. The equilibrium proceeds
as in (p0, b0) at the history where the seller used the prices x0

0, ..., x
0
(m+1)∆ in the first m+ 1

periods. This ensures that the continuation strategy profile is taken from the continuation of
an on-path history of the equilibrium (p0, b0), where the seller’s posterior in period (m+1)∆

is the same as in the equilibrium (pm+1, bm+1). Finally, (5) defines the continuation after a
deviation by the seller at a period in which we have already defined a pure action. If the

action. If the seller randomizes at h0
t+∆, there must be one realization, which, together with the continuation

following it, gives the buyer a payoff weakly smaller than the average.
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seller deviates at a history ht =
(
xm0 , ..., x

m
s−∆

)
, then we use the continuation strategy of

(p0, b0), at the history
(
x0

0, ..., x
0
s−∆

)
.

We proceed by proving a series of claims showing that we have indeed constructed an
equilibrium.

Claim 1. The expected payoff of the cutoff buyer βm(m+1)∆ = β0
(m+1)∆ at the on-path history

hm(m+1)∆ = (xm0 , ..., x
m
m∆) in the candidate equilibrium (pm, bm) is the same as its payoff at the

on-path history h0
(m+1)∆ = (x0

0, ..., x
0
m∆) in the candidate equilibrium (p0, b0) .

Proof. This follows immediately from (1)–(3) above.

Claim 2. The expected payoff of the cutoff buyer βm+1
(m+1)∆ = β0

(m+1)∆ at the on-path history

hm+1

((m+1)∆)+ =
(
xm+1

0 , ..., xm+1
m∆ , xm+1

(m+1)∆

)
in the candidate equilibrium (xm+1, xm+1) is the same

as this cutoff type’s expected payoff at the on-path history h0
((m+1)∆)+ =

(
x0

0, ..., x
0
m∆, x

0
(m+1)∆

)
in the candidate equilibrium (p0, b0) .

Proof. By construction, xm+1
(m+1)∆ = x0

(m+1)∆. It follows from part (4) that (pm+1, bm+1) and
(p0, b0) are identical on the equilibrium path from period (m+ 2) ∆ onwards. The claim
follows.

Claim 3. The expected payoff of the cutoff buyer βm+1
(m+1)∆ = β0

(m+1)∆ at the on-path his-
tory hm+1

(m+1)∆ =
(
xm+1

0 , ..., xm+1
m∆

)
in the candidate equilibrium (pm+1, bm+1) is weakly lower

than this cutoff type’s expected payoff at the on-path history h0
(m+1)∆ = (x0

0, ..., x
0
m∆) in the

equilibrium (p0, b0) .

Proof. In the candidate equilibrium (pm+1, bm+1) , the cutoff type’s payoffs at histories hm+1
(m+1)∆

and hm+1

((m+1)∆)+ are the same because the seller plays a pure action in period (m+ 1) ∆. In
the equilibrium (p0, b0), the cutoff type’s payoff at history hm+1

((m+1)∆)+ is weakly lower than
his payoff at history h0

(m+1)∆ because of the definition of x0
(m+1)∆ (which chosen to give the

cutoff type a lower expected payoff than the expected payoff at h0
(m+1)∆). The claim then

follows from Claim 2.

Claim 4. The expected payoff of the cutoff buyer βm+1
(m+1)∆ = β0

(m+1)∆ at the on-path his-
tory hm+1

(m+1)∆ =
(
xm+1

0 , ..., xm+1
m∆

)
in the candidate equilibrium (pm+1, bm+1) is weakly lower

than this cutoff type’s expected payoff at the on-path history hm(m+1)∆ = (xm0 , ..., x
m
m∆) in the

candidate equilibrium (pm, bm) .
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Proof. By Claim 1, the cutoff type’s expected payoff at the on-path history hm(m+1)∆ =

(xm0 , ..., x
m
m∆) in the candidate equilibrium (pm, bm) is the same as its payoff at the on-path

history h0
(m+1)∆ = (x0

0, ..., x
0
m∆) in the candidate equilibrium (p0, b0) . The claim then follows

from Claim 3.

Claim 5. For each m = 0, 1, ... and t = 0, 1, ...,m∆, we have xm+1
t ≥ xmt .

Proof. By Claim 4, the cutoff type βm+1
(m+1)∆ = βm(m+1)∆ = β0

(m+1)∆ in period (m+ 1) ∆ on the
equilibrium path in the candidate equilibrium (pm+1, bm+1) has a weakly lower payoff than
its expected payoff in the candidate equilibrium (pm, bm) . To keep this cutoff indifferent in
period m∆ in both candidate equilibria, we must have xm+1

m∆ ≥ xmm∆. Then to keep the cutoff
type βm+1

m∆ = βmm∆ = β0
m∆ indifferent in period (m− 1) ∆, we must have xm+1

(m−1)∆ ≥ xm(m−1)∆.

The proof is then completed by induction.

Claim 6. The seller’s (time 0) expected payoff in the candidate equilibrium (pm+1, bm+1) is
weakly higher than the seller’s expected payoff in the equilibrium (p0, b0) .

Proof. By parts (1)–(3) of the construction, at t = 0, ...,m∆, (pm+1, bm+1) and (pm, bm)

have the same buyer cutoffs on the equilibrium path. At t = (m+ 1) ∆, the seller in
(pm+1, bm+1) chooses xm+1

(m+1)∆ that is in the support of the seller’s strategy in (pm, bm) in that
period (note that even though we haven’t show that (pm, bm) is an equilibrium, the seller is
indeed indifferent in (pm, bm) at (m+ 1) ∆ because the play switch to (p0, b0) with identical
continuation payoffs by Part (4) of the construction). It then follows from Claim 5 that the
seller’s (time 0) expected payoff in (pm+1, bm+1) is weakly higher than the seller’s (time 0)
expected payoff in (pm, bm) . The claim is proved by repeating this argument.

Claim 7. For t = ∆, ..., (m + 1)∆, the seller’s expected payoff at the on-path history(
xm+1

0 , ..., xm+1
t−∆

)
, in the candidate equilibrium (pm+1, bm+1) is weakly higher than the seller’s

expected at the history
(
x0

0, ..., x
0
t−∆

)
in equilibrium (p0, b0) .

Proof. Denote mt = t/∆ so that t = mt∆ and consider (pmt , bmt) . By parts (1)–(3) of
the construction, the buyer’s cutoff type at

(
xmt0 , ..., xmtt−∆

)
in this equilibrium is the same

as the buyer’s cutoff type at
(
x0

0, ..., x
0
t−∆

)
in equilibrium (p0, b0) . By part (4) of the con-

struction, the seller’s payoff at history
(
xmt0 , ..., xmtt−∆

)
in (pmt , bmt) coincides with the seller’s

payoff at history
(
x0

0, ..., x
0
t−∆

)
in equilibrium (p0, b0) . Now consider the candidate equi-

librium (pmt+1, bmt+1) and the history
(
xmt+1

0 , ..., xmt+1
t−∆

)
. By claim 5,

(
xmt+1

0 , ..., xmt+1
t−∆

)
≥(

xmt0 , ..., xmtt−∆

)
. Note that the candidate equilibrium (pmt+1, bmt+1) further differs from the

equilibrium (pmt , bmt) on the equilibrium path in period t + ∆. But xmt+1
t is in the support
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of the seller’s randomization in (pmt , bmt) (which makes the seller indifferent by part (4) of
the equilibrium construction — see the proof in Claim 6). Therefore, the seller’s payoff at(
xmt+1

0 , ..., xmt+1
t−∆

)
in the equilibrium (pmt+1, bmt+1) is weakly greater than at

(
xmt0 , ..., xmtt−∆

)
in the equilibrium (pmt+1, bmt+1). This completes the proof of the claim.

Claim 8. For each m = 0, 1, ..., (pm+1, bm+1) such constructed is indeed an equilibrium.

Proof. The buyer’s optimality condition follows immediately from the construction. Now
consider the seller. By part (5) of the construction, for any off-path history ht = (x0, ..., xt−∆)

in which the seller’s first deviation from the equilibrium path occurs at s ≤ (m+ 1) ∆, the
continuation strategy profile prescribed by (pm+1, bm+1) is exactly that prescribed by (p0, b0)

at a corresponding history ht ⊕
(
x0

0, ..., x
0
s−∆

)
with exactly the same expected payoff (the

payoff is the same due to the fact that the seller’s strategies coincide and the fact that the
buyer’s cutoff at ht in (pm+1, bm+1) is the same as that at ht ⊕

(
x0

0, ..., x
0
s−∆

)
in (p0, b0)).

Hence there is no profitable deviation at ht in (pm+1, bm+1) just as there is no profitable
deviation at ht ⊕

(
x0

0, ..., x
0
s−∆

)
in (p0, b0) .

By part (4) of the construction, at t > (m+ 1) ∆, for any history ht = (x0, ..., xt−∆)

in which no deviation has occurred at or before (m+ 1) ∆, the seller’s strategy at ht in
(pm+1, bm+1) coincides with the seller’s strategy at ht ⊕

(
xm0 , ..., x

m
(m+1)∆

)
, with exactly the

same continuation payoffs (see the previous paragraph). Hence there is no profitable devia-
tion at ht in (pm+1, bm+1) .

Now consider parts (1)–(3) of the construction, for t = 0, ..., (m+ 1) ∆. By Claim 6 and
7, staying on the equilibrium path gives the seller a weakly higher payoff than that from
the equilibrium (p0, b0) at the corresponding history. But deviation from the equilibrium
path triggers a switch to (p0, b0) at a corresponding history. Since there is no deviation in
(p0, b0), deviation becomes even less desirable in (pm+1, bm+1) . This completes the proof of
the claim.

So far, we have obtained a sequence of equilibria {(pm, bm)}∞m=0 . Denote the limit of
this sequence by (p∞, b∞). It is easy to check that the limit is well-defined. It remains
to show that (p∞, b∞) is an equilibrium. It is clear that buyers do not have an incentive
to deviate. For the seller, suppose the seller has a profitable deviation at some history
hm∆. By the definition of (p∞, b∞) and the construction of the sequence {(pm, bm)}∞m=0 , the
continuation play at ht in the candidate equilibrium (p∞, b∞) , where ht is a history with
hm∆ as its sub-history, will coincide with continuation play at ht prescribed by equilibrium(
pm
′
, bm

′) for any m′ ≥ m, which is in turn described by p0
(
ht ⊕

(
x0

0, ..., x
0
(m−1)∆

))
and
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b0
(
ht+ ⊕

(
x0

0, ..., x
0
(m−1)∆

))
by part (5) of the equilibrium construction. Since

(
pm
′
, bm

′) is
an equilibrium, this particular deviation is not profitable in the equilibrium

(
pm
′
, bm

′) for
any m′ ≥ m. But the on-path payoff of

(
pm
′
, bm

′) converges to that of (p∞, b∞) , and we have
just argued that the payoff after this particular deviation is the same for both

(
pm
′
, bm

′) and
(p∞, b∞). This contradicts the assumption of profitable deviation.

A.1.2 Proof of Lemma 3

Proof. Fix a history ht. Note that if all buyers bid, then by the standard argument, it is
optimal for each bidder to bid their true values. Therefore, it is sufficient to show that
each buyer will submit a bid. By Lemma 1, we only need to show βt(ht, pt) = 0. Suppose
by contradiction that βt(ht, pt) > 0. Consider a positive type βt(ht, pt) − ε, where ε > 0.
By Lemma 1, if this type follows the equilibrium strategy and waits, he wins only if his
opponents all have types lower than βt(ht, pt) − ε, and he can only win in period t + ∆ or
later at a price no smaller than 0. If he deviates and bids his true value in period t, it
follows from Lemma 1 that he wins in period t at a price 0 if all of his opponents have types
lower than βt(ht, pt). Therefore, the deviation is strictly profitable for type βt(ht, pt) − ε,

contradicting the definition of βt(ht, pt).

A.1.3 Proof of Lemma 4

Proof. Suppose by contradiction that T is feasible but T (v) =∞ for some v > 0. Since T is
non-increasing, there exists w ∈ (0, 1) such that T (v) = ∞ for all v ∈ [0, w) and T (v) < ∞
for all v ∈ (w, 1]. The left-hand side of the payoff floor constraint can be rewritten as, for
all t <∞, ˆ vt

0

e−r(T (x)−t)Jt(x)dF (n)(x) =

ˆ vt

w

e−r(T (x)−t)Jt(x)dF (n)(x).

Since T (v) <∞ for all v ∈ (w, 1], we have vt → w as t→∞. Hence, as t→∞, the limit of
the left-hand side is zero:

lim
t→∞

ˆ vt

w

e−r(T (x)−t)Jt(x)dF (n)(x) = 0.

The limit of right-hand side of the payoff floor constraint as t → ∞, however, is strictly
positive:

lim
t→∞

ˆ vt

0

Jt(x)dF (n)(x) =

ˆ w

0

(
x− F (w)− F (x)

f(x)

)
dF (n)(x) > 0.
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Therefore, the payoff floor constraint must be violated for sufficiently large t, which contra-
dicts the feasibility of T .

A.1.4 Proof of Proposition 3

To prove Proposition 3, we first define an ε-relaxed continuous-time auxiliary problem. We
replace the payoff floor constraint by

ˆ vt

0

e−r (T (x)−t)Jt(v)dF
(n)
t (v) ≥ (1− ε)ΠE(vt).

By the maximum theorem, the value of this problem, which we denote by Vε, is continuous
in ε—that is, limε→0 Vε = V .

Next, we formulate a discrete version of the auxiliary problem. For given ∆, the feasible
set of this problem is given by

T : [0, 1]→ {0,∆, 2∆, . . .} non-increasing,

and
ˆ vk∆

0

e−r (T (x)−k∆)Jk∆(v)dF
(n)
k∆ (v) ≥ ΠE(vk∆) ∀k ∈ N.

We denote the value of this problem by V (∆). Let Ed(∆) ⊂ E(∆) denote the set of equilibria
in which the seller does not randomize on the equilibrium path. The first constraint is clearly
satisfied for outcomes of any equilibrium Ed(∆). The second constraint requires that in each
period, the seller’s continuation profit on the equilibrium path exceeds the revenue from an
efficient auction given the current posterior. This is a necessary condition for an equilibrium.
Therefore, the seller’s expected revenue in any equilibrium (p, b) ∈ Ed(∆) cannot exceed
V (∆). Moreover, for given ε, the feasible set of the discrete auxiliary problem is contained
in the feasible set of the ε-relaxed continuous-time auxiliary problem if ∆ is sufficiently small.
Formally, we have:

Lemma 8. Let ε > 0 and ∆ε = − ln(1− ε)/r. For all ∆ < ∆ε we have

sup
(p,b)∈Ed(∆)

Π∆(p, b) ≤ V (∆) ≤ Vε.

Proof. The first inequality has been shown in the text above. For the second, let T∆ be
an element of the feasible set of the discrete auxiliary problem for ∆ ≤ ∆ε. Let v∆

t be the
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corresponding cutoff path. Note that for t ∈ (k∆, (k+ 1)∆] we have v∆
t = v∆

(k+1)∆ and hence

ˆ v∆
t

0

e−r (T∆(v)−t)Jt(v)n(F (v))n−1f(v)dv

=e−r((k+1)∆−t)
ˆ v∆

(k+1)∆

0

e−r (T∆(v)−(k+1)∆)J(k+1)∆(v)n(F (v))n−1f(v)dv

≥e−r∆
ˆ v∆

(k+1)∆

0

e−r (T∆(v)−(k+1)∆)J(k+1)∆(v)n(F (v))n−1f(v)dv

≥e−r∆ΠE(v∆
(k+1)∆)

=e−r∆ΠE(v∆
t )

≥(1− ε)ΠE(v∆
t ).

The first inequality holds because t ≥ k∆, the second inequality follows from the payoff
floor constraint of the discretized auxiliary problem, and the last inequality holds because
∆ ≤ ∆ε. Therefore, T∆ is a feasible solution for the ε-relaxed continuous time auxiliary
problem, and hence V (∆) ≤ Vε if ∆ < ∆ε.

Proof of Proposition 3. It suffices to show Π∗ ≤ V , which follows directly from Lemma 2
and Lemma 8:

Π∗ = lim sup
∆→0

sup
(p,b)∈Ed(∆)

Π∆(p, b) ≤ lim
ε→0

Vε = V.

A.1.5 Proof of Lemma 5

Proof. First consider period t when at least one type trades, that is, t ∈ T ([0, 1]). If pt is
the price that a buyer who trades at time t has to pay, then we have

Qi
(
v+
t

)
=F

(
v+
t

)n−1
e−rT(v+

t ),

and U i
(
v+
t

)
=F

(
v+
t

)n−1
e−rT(v+

t ) (v+
t − pt

)
.

Inserting this into the payoff equivalence formula, we obtain

(
F
(
v+
t

))n−1
e−rT(v+

t ) (v+
t − pt

)
=

ˆ v+
t

0

e−rT (v) (F (v))n−1 dv,

which can be rearranged to (5.5). Next, for t /∈ T ([0, 1]), we can set pt = pt where t =

inf{s | (s, t]∩T = ∅} is the latest time s before t for which we have already defined ps. Since
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v+
t is constant on [t, t] this yields (5.5) again.

A.1.6 Proof of Proposition 4

Before proving Proposition 4, we first establish a lemma. We consider solutions where a
strictly positive measure of types trade at the same time t so that vt > v+

t . In other words,
there is an “atom” of types that trade at t. The following lemma shows that if the payoff
floor constraint is satisfied right after the atom, then the payoff floor constraint at t (right
before the atom) is strictly slack. Moreover, if we reduce the size of the atom by lowering vt
to v ∈ (v+

t , vt) so that some types in the atom trade earlier than t, the payoff floor constraint
at t remains strictly slack for all choices v ∈ (v+

t , vt). For later reference (see the proof of
Lemmas 17 and 19), this lemma is more general than needed for the proof of Proposition 4.

Lemma 9. Let T : [0, 1]→ [0, 1] be non-increasing (not necessarily feasible) and denote the
corresponding cutoff sequence by vt. Suppose there is an “atom” at t ≥ 0, that is, vt > v+

t .
If the payoff floor constraint is satisfied at t+, that is

ˆ v+
t

0

e−r(T (x)−t)
(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x) ≥

ˆ v+
t

0

(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x),

(A.1)
then we have, for all v ∈ (v+

t , vt],

ˆ v

0

e−r(T (x)−t)
(
x− F (v)− F (x)

f(x)

)
dF (n)(x) >

ˆ v

0

(
x− F (v)− F (x)

f(x)

)
dF (n)(x). (A.2)

In particular, the payoff floor constraint is satisfied at t.

Proof. All omitted proofs from this section can be found in the Supplemental Material.

Proof of Proposition 4. The “if” part is trivial. For the “only if” part, suppose there is
another feasible solution T̃ other than the efficient auction TE ≡ 0. Let ṽt denote the cutoff
path corresponding to T̃ . Note first that the range of T̃ cannot be a singleton because this
would imply that T̃ (v) = t for all v ∈ [0, 1] for some t > 0. Then the expected revenue would
be given by

e−rt
ˆ 1

0

J(v)dF (n)(v),

which is strictly lower than the revenue from an efficient auction at time 0. Therefore, the
payoff floor constraint would be violated at t = 0, contradicting the feasibility of T̃ . Hence,
we can assume that there exists some time s with 0 < ṽs < 1 such that T̃ (v) < s for all
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v > ṽs, and T̃ (v) > s for all v < ṽs. Then we can define a new feasible solution

T̂ (v) :=

0 if v > ṽs,

T̃ (v)− s if v ≤ ṽs,

with corresponding cutoff path v̂t. Solution T̂ is feasible because T̃ satisfies the payoff floor
constraint for all t ≥ s. Moreover, we have 0 < v̂+

0 < 1 because v̂+
0 = ṽs. We can invoke

Lemma 9 by setting t = 0 and v = v0 = 1 to obtain

ˆ 1

0

e−rT̂ (x)J(x)dF (n)(x) >

ˆ 1

0

J(x)dF (n)(x).

The left hand side of the above inequality is the revenue from T̂ , while the right hand side
is the revenue from TE ≡ 0. This completes the proof.

A.2 Proof of Theorem 1

Proof. From Proposition 2 we know that an optimal solution to the auxiliary problem exists
and hence V is attained by an element in the feasible set. Lemma 4 implies that TM is
not in the feasible set of the auxiliary problem. Moreover, TM is the only non-increasing
trading time function that attains ΠM . Therefore V < ΠM . Proposition 3 then implies
Π∗ ≤ V < ΠM .

A.3 Proof of Theorems 2 and 3

As outlined in the main text, the proofs of the theorems are closely connected and several
preliminary lemmas are used in both proofs. We start by considering solutions to the binding
payoff floor constraint. We will show that the binding payoff floor constraint can be reduced
to an ODE which will give us a candidate solution parameterized by v+

0 . This candidate
solution, represented by a cutoff path, may not decrease over time, so it may not be feasible.
The next step is to check when the candidate solution is feasible, which is then used to prove
Theorem 3.(i). The last step shows that the payoff floor constraint must bind at the optimal
solution if the cutoff vt is in a range where the monopoly profit v(1 − F (v)) is concave.
Since this is always true for v sufficiently close to zero, we can prove Theorem 2 without
appealing to Assumption 4. For Theorem 3.(ii), we need that the payoff floor constraint
binds everywhere which is true if Assumption 4 is satisfied. Finally, Theorem 3.(iii) follows
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from the continuity of the seller’s revenue in the starting cutoff v+
0 .

A.3.1 Candidate Solution to the Auxiliary Problem

The (binding) payoff floor constraint we study here will be more general than needed to prove
Theorems 2 and 3. The extra generality is important for our later analysis in Appendix D in
the Supplemental Material, where we use equilibria of discrete time games to approximate
the solution to the auxiliary problem. Our discrete approximation requires a strictly slack
payoff floor constraint for feasible solutions, that is, for all t ≥ 0,

ˆ vt

0

e−r(T (x)−t)Jt(x)dF (n)(x) = K

ˆ vt

0

Jt(x)dF (n)(x), (A.3)

where K ∈ [1,Γ] with some Γ > 0. We will refer to constraint (A.3) as the generalized
(binding) payoff floor constraint. Note that our earlier binding payoff floor constraint is
a special case with K = 1. The following lemma shows that the generalized payoff floor
constraint (A.3) can be reduced to an ODE. For K = 1, this ODE reduces to (5.6).

We assume for now that the solutions T and vt for which the generalized payoff floor
constraint is binding are continuously differentiable. We will show later in Lemma 11 that
this differentiability property holds for every solution for which the payoff floor is binding.

Lemma 10. Suppose T (x) satisfies (A.3) for all t ∈ (a, b) and suppose T is continuously
differentiable with −∞ < T ′(v) < 0 for all v ∈ (vb, va) and vt is continuously differentiable
for all t ∈ (a, b). Then vt is twice continuously differentiable on (a, b) and is characterized
by

v̈t
v̇t

+ g(vt, K)v̇t + h(vt, K) (v̇t)
2 + r = 0,

where

g(vt, K) =
f ′ (vt)

f (vt)
−
{(

2− 1
K

)
vtF

n−1 (vt)− 2
´ vt

0
F n−1 (v) dv

}
f (vt)

(n− 1)
´ vt

0
[F (vt)− F (v)]F n−2 (v) f (v) vdv

,

and
h(vt, K) =

K − 1

rK

F n−2 (vt) f
2 (vt) vt´ vt

0
[F (vt)− F (v)]F n−2 (v) f (v) vdv

.

Next we show that, if the payoff floor is binding for T and vt, then they must be continu-
ously differentiable. Therefore, the differentiability assumption in Lemma 10 is not necessary.
However, we will formally prove differentiability only for the original payoff floor constraint,
because we need differentiability to show that the solution to the ODE is the only solution
to the original binding payoff floor constraint, while the uniqueness result for the generalized
payoff floor constraint is not needed for our purpose.
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Lemma 11. Let T be a feasible solution for which (5.3) holds with equality for all t > 0.
Then
(i) T is strictly decreasing for v ∈ [0, v+

0 ].
(ii) T is continuously differentiable with T ′(v) < 0 for all v ∈ (0, v+

0 ).
(iii) vt is twice continuously differentiable for all t > 0 where vt > 0.

A.3.2 Feasibility of the Candidate Solution

If the ODE in (5.6) admits a decreasing solution (v̇t ≤ 0, ∀t) with limt→∞ vt = 0, then the
binding payoff floor constraint yields non-trivial feasible solution to the auxiliary problem.
It turns out that the existence of such a solution depends on the behavior of g(v)v for v → 0.
We denote this limit by κ. The following lemma gives an explicit expression for this constant.
Again we prove a more general result that will be used in the discrete time approximation.

Lemma 12. If Assumption 2 is satisfied, we have

κ := lim
v→0

g(v)v = φ− ((n− 1)φ+ n− 2) (nφ+ n+ 1)

(n− 1) (1 + φ)
, (A.4)

lim
v→0

g(v,K)v = κ− K − 1

K

(
nφ+ n+ 2 +

φ+ 2

(n− 1) (1 + φ)

)
, (A.5)

and
lim
v→0

h(v,K)v2 =
1

r

K − 1

K
(n+ φn+ 1)(n+ φn− φ). (A.6)

The constant κ is related to the cutoff N(F ) as follows:

Lemma 13. If Assumption 2 is satisfied, κ > −1 is equivalent to n < N(F ).

Proof. If φ > −1, the condition κ > −1 is equivalent to

(1 + φ)2 (n− 1)− ((n− 1)φ+ n− 2) (nφ+ n+ 1) > 0.

By collecting terms with respect to n, we can change the condition into

− (φ+ 1)2 n2 + 2 (φ+ 1)2 n−
(
φ2 + φ− 1

)
> 0,

or equivalently

n < 1 +

√
2 + φ

1 + φ
= N(F ).
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With this notation, we can give a sufficient condition for the existence of a feasible
solution to the ODE in (5.6), and we can also provide a sufficient condition under which
such a feasible solution does not exist. It turns out that these two sufficient conditions are
almost mutually exclusive, depending on whether κ = limv→0 g(v)v is above or below −1.

Lemma 14. (i) If κ < −1, there exists no decreasing solution to (5.6) that satisfies v0 > 0

and limt→∞ vt = 0.

(ii) If κ > −1, there exists a decreasing solution to (5.6) that satisfies v0 > 0 and
limt→∞ vt = 0.

(iii) Among all such solutions, the unique solution that maximizes the seller’s revenue for
a given boundary value v+

0 is given by the unique solution of (4.1) for given v+
0 .

A.3.3 Optimality of the Candidate Solution

In this section we prove that local concavity of the monopoly profit implies that the payoff
floor constraint must be locally binding in the optimal solution, as stated in Proposition 5.
To prove this key result, it suffices to show that feasible solutions with a strictly slack payoff
floor constraint for a time interval (a, b) are never optimal if v(1 − F (v)) is concave on the
interval of valuations [vb, va] that trade between a and b. Specifically, suppose we have a
feasible solution T with corresponding cutoff path vt for which the payoff floor constraint is
strictly slack for all t ∈ (a, b) where 0 ≤ a < b. We want to construct a new feasible solution
T̂ with corresponding cutoff path v̂t that strictly improves the seller’s expected profit. Our
construction will only change the trading times of the valuations in the interval (v+

b − ε, va)
where ε > 0 can be arbitrarily small. This implies that the new solution satisfies the payoff
floor constraint for all t for which v̂t < v+

b − ε because the continuation is unchanged for
such t. For times t such that v̂t ∈ (v+

b − ε, va), we exploit that the payoff floor constraint was
slack before the modification. This implies that a small variation in trading times will not
lead to a violation of the payoff floor constraint by the new solution. Depending on whether
types trade in the interior of the slack interval or types trade only at the end of the interval,
the constructed variations are different and are covered in Lemmas 18 and 19, respectively.
Finally, we exploit the following lemma to show that the payoff floor constraint for t < a

remains satisfied.

Lemma 15. Let T and T̂ be non-increasing solutions with corresponding cutoff paths vt and
v̂t such that vt = v̂t for t ≤ a. Suppose T is feasible and that the slack in the payoff floor
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constraint at a is the same for T and T̂ . If the ex-ante revenue of the seller under T̂ is
greater than or equal to the revenue under T , then T̂ satisfies the payoff floor constraint for
all t ≤ a.

In light of Lemma 15, we construct the new solution in such a way that the payoff floor
constraint at a is unchanged and ex-ante revenue is improved. The lemma then shows that
the payoff floor constraint is fulfilled for all t ∈ [0, a] for the new solution.

Before we take this approach, we prove two observations that will be useful in the sub-
sequent proofs. First, concavity of the monopoly profit is equivalent to the monotonicity of
J(v)f(v) or the monotonicity of J(v|v ≤ x)f(v) for all x ∈ [0, 1], as shown in the following
lemma.

Lemma 16. Suppose v(1−F (v)) is strictly concave for on an interval [a, b] where a < b ≤ x.
Then J (s|v ≤ x) f (s) is strictly increasing in s on the interval [a, b].

Second, we show that, whenever the payoff floor constraint is slack for an interval (a, b),
the types that trade within the interval must have positive virtual valuation evaluated at any
point of the time interval. Otherwise, one can construct alternative feasible trading times
that delay the trade for types with negative virtual valuation and increase revenue.

Lemma 17. Let T be an optimal solution for which the payoff floor constraint is slack for
all t ∈ (a, b). Then Jt (v) ≥ 0 for all t ∈ (a, b] and v ∈

[
v+
b , va

]
. If vt is continuous at a,

Ja(v) ≥ 0 for all v ∈
[
v+
b , va

]
.

Now we construct a feasible variation that improves revenue. We have to consider two
scenarios. In the first scenario, there is a time interval [s, s′] ⊂ (a, b) such that trade occurs
with positive probability between s and s′. In this case, there exists a variation of the trading
times for those types who trade in the interval [s, s′]. Roughly speaking, we construct an
alternative solution by splitting the types trading in (s, s′), and then clustering them to the
endpoints s and s′. In particular, we advance the trading time of high types who previously
traded in (s, s′) and delay the trading times of low types who previously traded in (s, s′). The
variation is constructed such that the payoff floor constraint at s is unchanged. Furthermore,
our concavity assumption ensures that the alternative trading time T̂ also leads to a higher
ex ante revenue than T . It follows from Lemma 15, that the payoff floor constraint is fulfilled
for all t < s. Formally, we have the following result.

Lemma 18. Let T be a feasible solution for which the payoff floor constraint is strictly
slack for all t ∈ (a, b). Suppose there is a positive measure of types v ∈ [vb, va] for which
T (v) /∈ {a, b}. If v(1− F (v)) is strictly concave for all v ∈ [vb, va], then T is not optimal.
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Lemma 18 implies that the probability of trade at times in the interior of the slack
interval must be zero. It leaves open the scenario in which the slack interval consists of
a single “quiet period” without trade in (a, b) followed by a single “atom” at b, formally,
va = vb > v+

b . In this case, we construct an alternative trading scheme by splitting the atom
so that the trading times of high types in the atom are advanced, while the trading times
of low types in the atom are delayed. The latter requires that we also delay the trading
time for types v ∈ [v+

b − ε, v
+
b ] for some ε > 0. Otherwise the new solution would violate

monotonicity of the trading times. This modification can be constructed in a way such that
the slack in the payoff floor constraint at a remains unchanged and the payoff floor constraint
is satisfied on the newly created second quiet period. Again, concavity implies that ex-ante
revenue is increased by this variation which implies that the payoff floor constraint at t ≤ a

is still satisfied after the variation. Formally, we have the following result.

Lemma 19. Let T be a feasible solution for which the payoff floor constraint is strictly
slack for all t ∈ (a, b] and binding for a and b+. Suppose T (v) = b for all v ∈ (v+

b , va). If
v(1−F (v)) is strictly concave for all v ∈

[
v+
b − ε, vb

]
for some ε > 0, then T is not optimal.

Finally, we want to use the fact that v(1 − F (v)) is concave on an interval [0, v̄]. The
following Lemma shows that a feasible solution cannot end with an atom of trade.

Lemma 20. Let T be a feasible solution. Then for all t > 0 such that vt > 0, there exists
w < vt such that T (v) > t for all v ≤ w.

A.3.4 Proof of Theorem 2

Proof. Since φ > −1, there exists a valuation v̄ > 0 such that for all v ∈ [0, v̄], (f ′(v)v)/f(v) >

−2 which implies that v(1 − F (v)) is concave on this interval. Lemma 20 shows that the
optimal solution to the auxiliary problem does not end with an atom. Therefore, Lemmas
18 and 19 imply that there exists a time t̄ with vt̄ ≤ v̄ after which the payoff floor must
be binding for all t at the optimal solution. Lemma 14 shows that this is not possible if
n > N(F ). Proposition 4 and the existence of an optimal solution (Proposition 2) there-
fore imply that the efficient auction is the only element in the feasible set of the auxiliary
problem if n > N(F ). This shows V = ΠE. Proposition 3 and Lemma 3 then imply that
Π∗ = V = ΠE = Π∗. Proposition 1 shows the existence of weak-Markov equilibria, and since
Π∗ = ΠE, there must exist a sequence of weak-Markov equilibria for which the seller’s profit
converges to ΠE.
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A.3.5 Proof of Theorem 3

Proof. (i) Lemma 13 together with Lemma 14.(ii) show that, if n < N(F ), then there exists
a feasible solution to the auxiliary problem that differs from the efficient auction. This
result, together with Proposition 4, implies that the efficient auction is not the optimal
solution of the auxiliary problem if n < N(F ). Again by Lemma 14.(ii), a profit Π̃ > ΠE

can be achieved by the solution to the binding payoff floor constraint for some v+
0 ∈ (0, 1).

By Proposition 6 in Appendix D in the Supplemental Material, there exists a sequence of
equilibria (pm, bm) ∈ E(∆m), for ∆m → 0 as m→∞, such that limm→∞Π∆m(pm, bm) = Π̃.

(ii) By Lemmas 18 and 19 and Assumption 4, the payoff floor constraint must be binding
at the optimal solution to the auxiliary problem. By Lemma 14.(iii) the optimal solution must
satisfy (4.1) and is unique. If we choose v+

0 optimally, we thus obtain the optimal solution
to the auxiliary problem which achieves V . As in (i), Proposition 6 in Appendix D in the
Supplemental Material implies that there exists a sequence of equilibria (pm, bm) ∈ E(∆m),
for ∆m → 0 as m→∞, such that limm→∞Π∆m(pm, bm) = V .

(iii) Let vxt be the sequence of cutoffs obtained from the ODE in (4.1) with boundary
condition v+

0 = x ∈ [0, 1] and denote the value of the objective function of the auxiliary
problem evaluated at vxt by Π(x). The argument used in (ii) imply that for any choice
v+

0 = x ∈ [0, 1], there exists a sequence of equilibria for which the equilibrium profits converge
to Π(x). This it remains to show that the range of Π(x) is [ΠE,Π∗]. It is clear that x = 0

leads to Π(x) = ΠE and from (ii) we know that there exists x∗ such that Π(x∗) = Π∗. To
complete the proof we show that Π(x) is continuous. To see this, denote the trading time
function corresponding to vxt by T x. Π(x) is obtained by substituting T (v) = T x(v) in the
objective function of the auxiliary problem. Note that

T x(v) =

0, if v ≥ x,

T 1(v)− T 1(x), if v ≤ x.

Hence T x(v) is continuous in x for all v > 0 and therefore e−rTx(v) is continuous in x for all
v > 0. Since e−rTx(v) is bounded, Π(x) is continuous in x, which completes the proof.

A.3.6 Proof of Corollary 1

Proof. Since the density satisfies f (0) > 0 and f ′ (0) < ∞, we have φ := limv→0
vf ′(v)
f(v)

= 0,
and thus N (F ) := 1 +

√
2+φ

1+φ
= 1 +

√
2 ∈ (2, 3).
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A.3.7 Proof of Corollary 2

Proof. We use a Taylor expansion of f(v) at zero to obtain

φ = lim
v→0

f ′(v)v

f(v)
= lim

v→0

f ′(v)v

f ′(0)v
= 1.

This implies N(F ) = 1 +
√

3/2 < 2.
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Supplemental Material
(not for publication)
B Omitted Proofs

B.1 Derivation of the ODE in Section 3

This appendix provides a derivation of the second-order differential equations (3.4) and (3.8)
used in Section 3. They characterize the cutoff path vt satisfying the binding payoff floor
constraint, when the distribution of valuations is uniform and there are n bidders.

Consider first the buyers’ incentives. At t > 0, a buyer with cutoff type vt must be
indifferent between buying at pt, and waiting for dt period to accept a lower price pt+dt. The
latter exposes him to the risk of losing if his opponents have a valuation between vt+dt and
vt. Therefore, the indifference condition is give by (3.1):

vt − pt = (1− rdt)
(
vt+dt
vt

)n−1

(vt − pt+dt) .

The left-hand side is the marginal bidder’s profit from trading immediately at t, conditional
on having the highest valuation among n bidders. The right-hand side is the option value

from waiting: (1− rdt) is the discounting,
(
vt+dt
vt

)n−1

is the probability that his rivals all
have valuations below vt+dt conditional on the highest rival valuation being below vt (this is
the probability that vt wins the object at t + dt), and vt − pt+dt is the payoff the marginal
bidder gets for delayed trading at t + dt. Using a first-order approximation, we obtain the
following differential equation governing pt and vt:

ṗt =

[
(n− 1)

v̇t
vt
− r
]

(vt − pt) . (B.1)

Next consider the seller’s incentives. We look for an equilibrium in which the seller is
indifferent between following the equilibrium path and deviating at any time t > 0. This
condition is given by,

ˆ ∞
t

e−r(s−t)ps
nvn−1

s

vnt
(−v̇s) ds =

n− 1

n+ 1
vt. (B.2)

The left-hand side is the expected present value of the seller’s equilibrium revenue at t > 0:
Since vt is continuously differentiable, at each moment s > t, only the marginal buyer type
vs buys at the reserve price ps. The marginal type has a conditional probability density
nvn−1

s /vnt , the density of the highest value of n buyers, and it declines with the rate −v̇s.
The right-hand side is the seller’s revenue from deviation: running an efficient second-price
auction with an expected revenue of ΠE(vt) = n−1

n+1
vt.

We show below how equations (3.2) and (B.2) together give rise to a second-order dif-
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ferential equation in vt as given in the text (3.8):

v̈t
v̇t
− (n− 2)(n+ 1)

(n− 1)

v̇t
vt

+ r = 0. (B.3)

We first rewrite the constraint (B.2) as

n

ˆ ∞
t

e−rspsv
n−1
s (−v̇s) ds =

n− 1

n+ 1
e−rtvn+1

t .

Since it holds for all t > 0, we take derivative w.r.t. t and obtain

ne−rtptv
n−1
t v̇t = −n− 1

n+ 1
re−rtvn+1

t + (n− 1) e−rtvnt v̇t

which can be simplified into

nptv̇t = −n− 1

n+ 1
rv2

t + (n− 1) vtv̇t (B.4)

Differentiating it again yields

nṗtv̇t + nptv̈t = −n− 1

n+ 1
2rvtv̇t + (n− 1) (v̇t)

2 + (n− 1) vtv̈t (B.5)

It follows from (B.4) that

pt = − n− 1

n (n+ 1)
r
v2
t

v̇t
+
n− 1

n
vt (B.6)

Using equation (B.6), we can rewrite the buyer’s indifference condition (B.1) as

ṗt =

[
(n− 1)

v̇t
vt
− r
](

1

n
vt +

n− 1

n (n+ 1)
r
v2
t

v̇t

)
(B.7)

By substituting (B.6) and (B.7) into (B.5), we obtain

n

(
(n− 1)

v̇t
vt
− r
)(

1

n
vt +

n− 1

n (n+ 1)
r
v2
t

v̇t

)
v̇t + n

(
− n− 1

n (n+ 1)
r
v2
t

v̇t
+
n− 1

n
vt

)
v̈t

= −n− 1

n+ 1
2rvtv̇t + (n− 1) (v̇t)

2 + (n− 1) vtv̈t

which is then simplified into (B.3).

B.2 Proof of Proposition 2

Proof. Let δ(v) := e−rT (v) denote the discount factor for type v who trades at time T (v).
We can rewrite the auxiliary problem as a maximization problem with δ(v) as the choice
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variable:

sup
δ

ˆ 1

0

δ(v) J(v) f (n)(v) dv

s.t. δ(v) ∈ [0, 1], and non-decreasing,

∀v ∈ [0, 1] :

ˆ v

0

δ(s) J(s|s ≤ v) f (n)(s) ds ≥ δ(v+)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds.

Let π̄ be the supremum of this maximization problem and let (δk) be a sequence of feasible
solutions of this problem such that

lim
k→∞

ˆ 1

0

δk(v) J(v) f (n)(v) dv = π̄.

By Helly’s selection theorem, there is a subsequence (δk`), and a non-decreasing function
δ̄ : [0, 1] → [0, 1] such that δk`(v) → δ̄(v) for all points of continuity of δ̄. Hence (after
selecting a subsequence), we can take (δk) to be almost everywhere convergent with a.e.-
limit δ̄. By Lebesgue’s dominated convergence theorem, we also have convergence w.r.t. the
L2-norm and hence weak convergence in L2. Therefore

ˆ 1

0

δ̄(v) J(v) f (n)(v) dv = lim
k→∞

ˆ 1

0

δk(v) J(v) f (n)(v) dv = π̄.

It remains to show that δ̄ satisfies the payoff floor constraint. Suppose not. Then there exists
v̂ ∈ [0, 1) such that

ˆ v̂

0

δ̄(s) J(s|s ≤ v̂) f (n)(s) ds < δ̄(v̂+)

ˆ v̂

0

J(s|s ≤ v̂) f (n)(s) ds.

Then there also exists v ≥ v̂ such that δ̄ is continuous at v, and
ˆ v

0

δ̄(s) J(s|s ≤ v) f (n)(s) ds < δ̄(v)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds.

Define
S := δ̄(v)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds−
ˆ v

0

δ̄(s) J(s|s ≤ v) f (n)(s) ds.

Since v is a point of continuity we have δ̄(v) = limk→∞ δk(v). Therefore, there exists kv such
that for all k > kv,∣∣∣∣δ̄(v)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds− δk(v)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds

∣∣∣∣ < S

2
,

and furthermore, since δk → δ̄ weakly in L2, we can choose kv such for all k > kv also∣∣∣∣ˆ v

0

δ̄(s) J(s|s ≤ v) f (n)(s) ds−
ˆ v

0

δk(s) J(s|s ≤ v) f (n)(s) ds

∣∣∣∣ < S

2
.
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Together, this implies that for all k > kv,
ˆ v

0

δk(s) J(s|s ≤ v) f (n)(s) ds < δk(v)

ˆ v

0

J(s|s ≤ v) f (n)(s) ds,

which contradicts the assumption that δk is an feasible solution of the reformulated auxiliary
problem defined above.

B.3 Omitted Proofs from Appendix A

B.3.1 Proof of Lemma 9

Proof. Fix v ∈ (v+
t , vt]. We obtain a lower bound for the LHS of (A.2) as follows:

ˆ v

0

e−r(T (x)−t)
(
x− F (v)− F (x)

f(x)

)
dF (n)(x)

=

ˆ v

v+
t

(
x− F (v)− F (x)

f(x)

)
dF (n)(x) +

ˆ v+
t

0

e−r(T (x)−t)
(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x)

−
ˆ v+

t

0

e−r(T (x)−t)
(
F (v)− F (v+

t )

f(x)

)
dF (n)(x)

≥
ˆ v

v+
t

(
x− F (v)− F (x)

f(x)

)
dF (n)(x) +

ˆ v+
t

0

(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x)

−
ˆ v+

t

0

e−r(T (x)−t)
(
F (v)− F (v+

t )

f(x)

)
dF (n)(x).

The equality follows because all types in (v+
t , v] trade at time t, and the inequality follows

from (A.1). We will show that the RHS of (A.2) is smaller than the lower bound. The RHS
can be written as
ˆ v

v+
t

(
x− F (v)− F (x)

f(x)

)
dF (n)(x)+

ˆ v+
t

0

(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x)−

ˆ v+
t

0

(
F (v)− F (v+

t )

f(x)

)
dF (n)(x).

The condition that the RHS is smaller than the lower bound for the LHS is sufficient for
(A.2) to hold. Canceling terms, the sufficient condition simplifies to.

−
ˆ v+

t

0

e−r(T (x)−t)
(
F (v)− F (v+

t )

f(x)

)
dF (n)(x) > −

ˆ v+
t

0

(
F (v)− F (v+

t )

f(x)

)
dF (n)(x),

or equivalently ˆ v+
t

0

(1− e−r(T (x)−t))

(
F (v)− F (v+

t )

f(x)

)
dF (n)(x) > 0.

Since T (x) > t for x < v+
t and F (v) − F (v+

t ) > 0 for v > v+
t , the last inequality holds and

the proof is complete.
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B.3.2 Proof of Lemma 10

Proof. We first rewrite (A.3) as
ˆ vt

0

e−rT (x)Jt(x)dF (n)(x) = Ke−rt
ˆ vt

0

Jt(x)dF (n)(x).

Since vt is continuously differentiable on (a, b), we can differentiate (A.3) on both sides to
obtain

e−rtvtf
(n)(vt)v̇t −

ˆ vt

0

e−rT (x)f(vt)v̇t
f(x)

dF (n)(x)

=−Kre−rt
ˆ vt

0

Jt(x)dF (n)(x) +Ke−rtvtf
(n)(vt)v̇t −Ke−rt

ˆ vt

0

f(vt)v̇t
f(x)

dF (n)(x),

where we have used ∂Jt(x)
∂t

= −f(vt)v̇t
f(x)

. This equation can be further simplified

−
ˆ vt

0

e−rT (x)f(vt)v̇t
f(x)

dF (n)(x)

=−Kre−rt
ˆ vt

0

Jt(x)dF (n)(x) + (K − 1)e−rtf (n)(vt)vtv̇t −Ke−rt
ˆ vt

0

f(vt)v̇t
f(x)

dF (n)(x).

Since T is continuous and has a bounded derivative, v̇t > 0. By assumption, f(vt) > 0, so
we can divide the previous equation by −f(vt)v̇t to obtain

ˆ vt

0

e−rT (x) 1

f(x)
dF (n)(x) (B.8)

=K
re−rt

f(vt)v̇t

ˆ vt

0

Jt(x)dF (n)(x) +Ke−rt
ˆ vt

0

1

f(x)
dF (n)(x)− (K − 1)e−rt

f (n)(vt)

f(vt)
vt.

This equation, together with our assumption that f(v) is continuously differentiable, implies
that vt is twice continuously differentiable. Hence, we may differentiate on both sides.

d

dt

(
re−rt

´ vt
0
Jt(x) f (n)(x) dx

f (vt) v̇t

)

= −r2e−rt
´ vt

0
Jt(x) f (n)(x) dx

f (vt) v̇t

+re−rt

vtf (n)(vt)v̇t + v̇t
´ vt

0

(
−f(vt)

f(x)

)
f (n)(x)dx

f (vt) v̇t
−
(
f ′ (vt) (v̇t)

2 + f (vt) v̈t
) ´ vt

0
Jt(x)f (n)(x)dx

(f (vt) v̇t)
2


= re−rt

vtf (n)(vt)v̇t − f (vt)
´ vt

0
f (n)(x)
f(x)

dx v̇t

f (vt) v̇t
−

(
v̇t
f ′(vt)
f(vt)

+ v̈t
v̇t

+ r
) ´ vt

0
Jt(x)f (n)(x)dx

f (vt) v̇t

 ,
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where we have used ∂2Jt(x)
∂t2

= −f ′(vt)(v̇t)
2+f(vt)v̈t

f(x)
. Next, note that

d

dt

(
e−rt
ˆ vt

0

1

f(x)
dF (n)(x)

)
=− re−rt

ˆ vt

0

1

f(x)
dF (n)(x) + e−rt

f (n)(vt)

f(vt)
v̇t

=− re−rt
ˆ vt

0

1

f(x)
dF (n)(x) + e−rtnF n−1(vt)v̇t,

and

d

dt

(
e−rt

f (n)(vt)

f(vt)
vt

)
=

d

dt

(
e−rtnF n−1(vt)vt

)
= −re−rtnF n−1(vt)vt + e−rtn(n− 1)F n−2(vt)f(vt)vtv̇t + e−rtnF n−1(vt)v̇t.

Therefore, differentiating (B.8) on both sides yields

e−rtnF n−1(vt)v̇t

=Kre−rt

vtf (n)(vt)v̇t − f (vt)
´ vt

0
f (n)(x)
f(x)

dx v̇t

f (vt) v̇t
−

(
v̇t
f ′(vt)
f(vt)

+ v̈t
v̇t

+ r
) ´ vt

0
Jt(x)f (n)(x)dx

f (vt) v̇t


−Kre−rt

ˆ vt

0

1

f(x)
dF (n)(x) +Ke−rtnF n−1(vt)v̇t

+ (K − 1)re−rtnF n−1(vt)vt − (K − 1)e−rtn(n− 1)F n−2(vt)f(vt)vtv̇t − (K − 1)e−rtnF n−1(vt)v̇t.

This can be simplified into

0 =Kr

vtf (n)(vt)v̇t − f (vt)
´ vt

0
f (n)(x)
f(x)

dv v̇t

f (vt) v̇t
−

(
v̇t
f ′(vt)
f(vt)

+ v̈t
v̇t

+ r
) ´ vt

0
Jt(x)f (n)(x)dx

f (vt) v̇t


−Kr

ˆ vt

0

1

f(x)
dF (n)(x) + (K − 1)rnF n−1(vt)vt − (K − 1)n(n− 1)F n−2(vt)f(vt)vtv̇t.

Multiplying both sides by f (vt) v̇t, we obtain

0 =Krvtf
(n)(vt)v̇t −Kr

ˆ vt

0

f (n)(x)

f (x)
dx f (vt) v̇t −Kr

(
v̇t
f ′ (vt)

f (vt)
+
v̈t
v̇t

+ r

)ˆ vt

0

Jt(x)f (n)(x)dx,

−Kr
ˆ vt

0

1

f(x)
dF (n)(x)f (vt) v̇t

+ (K − 1)rnF n−1(vt)f (vt) v̇tvt − (K − 1)n(n− 1)F n−2(vt) (f(vt))
2 vt (v̇t)

2 .

Collecting terms we obtain

Kr

(
v̇t
f ′ (vt)

f (vt)
+
v̈t
v̇t

+ r

) ˆ vt

0

Jt(x)f (n)(x)dx =(2K − 1)rvtf
(n)(vt)v̇t − 2Kr

ˆ vt

0

f (n)(x)

f (x)
dx f (vt) v̇t

− (K − 1)n(n− 1)F n−2(vt) (f(vt))
2 vt (v̇t)

2 .
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Hence we have

v̈t
v̇t

+

(
f ′ (vt)

f (vt)
−

(2K−1)
K

f (n)(vt)vt − 2f (vt)n
´ vt

0
F n−1(x)dx´ vt

0
Jt(x)f (n)(x)dx

)
︸ ︷︷ ︸

=:g(vt,K)

v̇t

+
(K − 1)

rK

n(n− 1)F n−2(vt) (f(vt))
2 vt´ vt

0
Jt(x)f (n)(x)dx︸ ︷︷ ︸

=:h(vt,K)

(v̇t)
2 + r = 0.

Using
ˆ vt

0

Jt(x)f (n)(x)dx = n

ˆ vt

0

(
x− F (vt)− F (x)

f(x)

)
F n−1(x)f(x)dx

= n

ˆ vt

0

(
xF n−1(x)f(x)− F (vt)F

n−1(x) + F n(x)
)
dx

= n

ˆ vt

0

F n−1(x)f(x)xdx− nF (vt)

ˆ vt

0

F n−1(x)dx+ n

ˆ vt

0

F n(x)dx

= n

ˆ vt

0

F n−1(x)f(x)xdx− nF (vt)F
n−1(vt)vt + n(n− 1)F (vt)

ˆ vt

0

F n−2(x)f(x)xdx

+ nF n(vt)vt − n
ˆ vt

0

nF n−1(x)f(x)xdx

= −(n− 1)n

ˆ vt

0

F n−1(x)f(x)xdx+ n(n− 1)F (vt)

ˆ vt

0

F n−2(x)f(x)xdx

= (n− 1)n

ˆ vt

0

(F (vt)− F (x))F n−2(x)f(x)xdx,

we have

g(vt, K) =
f ′ (vt)

f (vt)
−
{(

2− 1
K

)
vtF

n−1 (vt)− 2
´ vt

0
F n−1 (v) dv

}
f (vt)

(n− 1)
´ vt

0
[F (vt)− F (v)]F n−2 (v) f (v) vdv

,

and
h(vt, K) =

K − 1

rK

F n−2 (vt) f
2 (vt) vt´ vt

0
[F (vt)− F (v)]F n−2 (v) f (v) vdv

.

B.3.3 Proof of Lemma 11

Proof. Note that part (i) and part (ii) imply that vt is continuously differentiable for all
t > 0 where vt > 0. Part (iii) then follows from Lemma 10.

(i) Suppose by contradiction, that there exists a trading time s > 0 such that T−1(s) =
(v+
s , vs] where v+

s < vs.
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We have the following jump on the LHS of the payoff floor constraint at s:

A :=

ˆ vs

0

e−r(T (x)−s)
(
x− F (vs)− F (x)

f(x)

)
dF (n)(x)−

ˆ v+
s

0

e−r(T (x)−s)
(
x− F (v+

s )− F (x)

f(x)

)
dF (n)(x)

=

ˆ vs

v+
s

Js(x)dF (n)(x) +
(
F (v+

s )− F (vs)
) ˆ v+

s

0

e−r(T (x)−s) 1

f(x)
dF (n)(x),

where last equation follows from T (x) = s for x ∈ (v+
s , vs). The jump on the RHS is

B :=

ˆ vs

0

(
x− F (vs)− F (x)

f(x)

)
dF (n)(x)−

ˆ v+
s

0

(
x− F (v+

s )− F (x)

f(x)

)
dF (n)(x)

=

ˆ vs

v+
s

Js(x)dF (n)(x) +
(
F (v+

s )− F (vs)
) ˆ v+

s

0

1

f(x)
dF (n)(x).

Since the payoff floor constraint is binding for all t′ > 0, taking a right limit t′ ↘ t on both
sides implies

ˆ v+
t

0

e−r(T (x)−t)
(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x) =

ˆ v+
t

0

(
x− F (v+

t )− F (x)

f(x)

)
dF (n)(x).

(B.9)
This implies

A−B =

ˆ v+
s

0

e−r(T (x)−s) 1

f(x)
dF (n)(x)−

ˆ v+
s

0

1

f(x)
dF (n)(x) = 0.

Since T (x) 6= s for x < v+
s , this expression can only hold if v+

s = 0. We show in a separate
Lemma (Lemma 20) that this contradicts the feasibility of T . This concludes the proof of
part (i).

We prove part (ii) in three steps. First, suppose T is not continuous. Then there exists
a time interval (b, c) such that vt is positive and constant on (b, c). Since c > b we have

e−r(c−b)
ˆ vc

0

Jc(x)dF (n)(x) <

ˆ vc

0

Jc(x)dF (n)(x)⇔

e−r(c−b)
ˆ vc

0

e−r(T (x)−c)Jc(x)dF (n)(x) <

ˆ vc

0

Jc(x)dF (n)(x)⇔
ˆ v+

b

0

e−r(T (x)−b)Jb(x)dF (n)(x) <

ˆ v+
b

0

Jb(x)dF (n)(x).

The first equivalence follows from the binding payoff floor constraint at c, and the second
follows from the fact that v+

b = vc and Jb (x) = Jc (x). But the assumption that the payoff
floor constraint is satisfied at all t implies that (B.9) holds for t = b. This contradicts the
last inequality. Therefore, T is continuous. This concludes the first step.

Second, we show that T is continuously differentiable on (0, v+
0 ). Since T is continuous

and strictly decreasing for v ∈ (0, v+
0 ), a binding payoff floor constraint for all t > 0 is
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equivalent to the condition that, for all v ∈ (0, v+
0 ),

ˆ v

0

e−rT (x)

(
x− F (v)− F (x)

f(x)

)
dF (n)(x) = e−rT (v)

ˆ v

0

(
x− F (v)− F (x)

f(x)

)
dF (n)(x),

which can be rearranged into

e−rT (v) =

´ v
0
e−rT (x)

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

´ v
0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

.

Continuity of T and continuous differentiability of F imply that the right-hand side of this
expression is continuously differentiable, and thus T is also continuously differentiable. This
concludes the second step.

Finally, we compute the derivative to show that it is strictly negative. We obtain

−re−rT (v)T ′(v) =
e−rT (v)f (n)(v)v −

´ v
0
e−rT (x) f(v)

f(x)
dF (n)(x)

´ v
0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

−

[
f (n)(v)v −

´ v
0

f(v)
f(x)

dF (n)(x)
] ´ v

0
e−rT (x)

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

⇐⇒ re−rT (v)T ′(v) =
e−rT (v)

[
f (n)(v)v −

´ v
0

f(v)
f(x)

dF (n)(x)
] ´ v

0
e−r(T (x)−T (v))

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

−
e−rT (v)

[
f (n)(v)v −

´ v
0
e−r(T (x)−T (v)) f(v)

f(x)
dF (n)(x)

]
´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

.

Hence

T ′(v) =
1

r

[
f (n)(v)v −

´ v
0

f(v)
f(x)

dF (n)(x)
] ´ v

0
e−r(T (x)−T (v))

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

− 1

r

[
f (n)(v)v −

´ v
0
e−r(T (x)−T (v)) f(v)

f(x)
dF (n)(x)

] ´ v
0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

=
1

r

[
f (n)(v)v −

´ v
0

f(v)
f(x)

dF (n)(x)
] ´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2
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− 1

r

[
f (n)(v)v −

´ v
0
e−r(T (x)−T (v)) f(v)

f(x)
dF (n)(x)

] ´ v
0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

=
f(v)

r

[´ v
0
e−r(T (x)−T (v)) 1

f(x)
dF (n)(x)−

´ v
0

1
f(x)

dF (n)(x)
] ´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)(´ v

0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

)2

=
f(v)

r

´ v
0

(
e−r(T (x)−T (v)) − 1

)
1

f(x)
dF (n)(x)

´ v
0

(
x− F (v)−F (x)

f(x)

)
dF (n)(x)

.

where the second equality follows from the binding payoff floor constraint. In the last line,
the numerator is strictly negative and the denominator is positive. Therefore T ′(v) < 0.
This concludes the proof of part (ii).

B.3.4 Proof of Lemma 12

Proof. We define the following functions:

X(v) :=
F n−1(v)f(v)v

(n− 1)
´ v

0
[F (v)− F (s)]F n−2 (s) f (s) sds

,

Y (v) :=
2f (v)

´ v
0
F n−1 (s) ds

(n− 1)
´ v

0
[F (v)− F (s)]F n−2 (s) f (s) sds

.

With these definitions we have

g(v) = g(v, 1) =
f ′ (v)

f (v)
−X(v) + Y (v),

and
g(v,K) = g(v)− (K − 1)

K
X(v).

It is also useful to note that

lim
v→0

vf(v)

F (v)
= lim

v→0

f ′(v)v + f (v)

f(v)
= 1 + φ and lim

v→0

F (v)

vf(v)
=

1

1 + φ
,

which will be used repeatedly below.
We now show that

lim
v→0

X(v)v = nφ+ n+ 2 +
φ+ 2

(n− 1) (1 + φ)

lim
v→0

Y (v) v = 2 +
2 (φ+ 2)

(n− 1) (1 + φ)
.
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For the first limit, note that

lim
v→0

X(v)v

= lim
v→0

(n− 1)F n−2(v)f 2(v)v2 + F n−1(v)f ′(v)v2 + F n−1(v)f(v)2v

(n− 1)f (v)
´ v

0
s F n−2(s)f(s) ds

= lim
v→0

F n−2(v)f 2(v)v2

f (v)
´ v

0
s F n−2(s)f(s) ds

+ lim
v→0

F n−1(v)f ′(v)v2

(n− 1)f (v)
´ v

0
s F n−2(s)f(s) ds

+ lim
v→0

F n−1(v)f(v)2v

(n− 1)f (v)
´ v

0
s F n−2(s)f(s) ds

= lim
v→0

F n−2(v)f(v)v2´ v
0
s F n−2(s)f(s) ds

+ lim
v→0

F n−1(v)f ′(v)v2

(n− 1)f (v)
´ v

0
s F n−2(s)f(s) ds

+ lim
v→0

F n−1(v)2v

(n− 1)
´ v

0
s F n−2(s)f(s) ds

,

where we have used l’Hospital’s rule in the first step and then rearranged the expression.
The limit of the first term is

lim
v→0

F n−2(v)f(v)v2´ v
0
s F n−2(s)f(s) ds

= lim
v→0

(n− 2)F n−3(v)f 2(v)v2 + F n−2(v)f ′(v)v2 + F n−2(v)f(v)2v

v F n−2(v)f(v)

= lim
v→0

(n− 2) f 2(v)v + F (v)f ′(v)v + F (v)f(v)2

F (v)f(v)

= lim
v→0

(n− 2) f(v)v

F (v)
+ lim

v→0

f ′(v)v

f(v)
+ 2

= (n− 2) (φ+ 1) + φ+ 2

= (n− 1)φ+ n,

where we have have used l’Hospital’s rule to obtain the first equality. For the second term
we have

lim
v→0

F n−1(v)f ′(v)v2

(n− 1)f (v)
´ v

0
s F n−2(s)f(s) ds

= lim
v→0

f ′(v)v

f (v)

F n−1(v)v

(n− 1)
´ v

0
s F n−2(s)f(s) ds

= lim
v→0

f ′(v)v

f (v)
lim
v→0

F n−1(v)v

(n− 1)
´ v

0
s F n−2(s)f(s) ds

= φ lim
v→0

(n− 1)F n−2(v)f (v) v + F n−1(v)

(n− 1)v F n−2(v)f(v)

= φ lim
v→0

{
1 +

F (v)

(n− 1)vf(v)

}
= φ+

1

n− 1

φ

1 + φ
.

The limit for the third term is

lim
v→0

F n−1(v)2v

(n− 1)
´ v

0
s F n−2(s)f(s) ds

= lim
v→0

(n− 1)F n−2(v)f (v) 2v + F n−1(v)2

(n− 1)v F n−2(v)f(v)
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= lim
v→0

F n−2(v)f (v) 2v

v F n−2(v)f(v)
+ lim

v→0

F n−1(v)2

(n− 1)v F n−2(v)f(v)

= 2 +
2

n− 1
lim
v→0

F (v)

vf(v)

= 2 +
2

n− 1

1

1 + φ
.

We can put the three limits together to obtain the desired result.

lim
v→0

X(v)v = ((n− 1)φ+ n) +

(
φ+

1

n− 1

φ

1 + φ

)
+

(
2 +

2

n− 1

1

1 + φ

)
= nφ+ n+ 2 +

φ+ 2

(n− 1) (1 + φ)
.

For the limit of Y (v)v we have

lim
v→0

Y (v) v = lim
v→0

2vf (v)
´ v

0
F n−1 (s) ds

(n− 1)
´ v

0
s [F (v)− F (s)]F n−2 (s) f (s) ds

= 2 lim
v→0

f (v)
´ v

0
F n−1 (s) ds+ vf ′ (v)

´ v
0
F n−1 (s) ds+ vf (v)F n−1 (v)

(n− 1)
´ v

0
s F n−2(s)f(s)f (v) ds

= 2

{
lim
v→0

´ v
0
F n−1 (s) ds

(n− 1)
´ v

0
s F n−2(s)f(s)ds

+ lim
v→0

vf ′ (v)

f (v)

´ v
0
F n−1 (s) ds

(n− 1)
´ v

0
s F n−2(s)f(s)ds

}
+2 lim

v→0

vF n−1 (v)

(n− 1)
´ v

0
s F n−2(s)f(s) ds

= 2

{
lim
v→0

F n−1 (v)

(n− 1)vF n−2(v)f(v)
+ φ lim

v→0

F n−1 (v)

(n− 1)v F n−2(v)f(v)

}
+2 lim

v→0

F n−1 (v) + (n− 1) vF n−2 (v) f (v)

(n− 1)v F n−2(v)f(v)

= 2

{
lim
v→0

F (v)

(n− 1)vf(v)
+ φ lim

v→0

F (v)

(n− 1)vf(v)
+ lim

v→0

F (v)

(n− 1)vf(v)
+ 1

}
= 2 + 2

2 + φ

n− 1
lim
v→0

F (v)

vf(v)

= 2 + 2
2 + φ

n− 1

1

1 + φ
.

Adding up terms we have

lim
v→0

f ′(v)v

f(v)
− lim

v→0
X(v)v + lim

v→0
Y (v)

= φ−
(
nφ+ n+ 2 +

φ+ 2

(n− 1) (1 + φ)

)
+

(
2 + 2

2 + φ

n− 1

1

1 + φ

)
= φ− ((n− 1)φ+ n− 2) (nφ+ n+ 1)

(n− 1) (1 + φ)
,
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and hence we have (A.4) and (A.5).
To show (A.6), note that

lim
v→0

rh(v,K)v2

=
K − 1

K
lim
v→0

F n−2(v)f 2(v)v3´ v
0
s F n−2(s)f(s)(F (v)− F (s)) ds

=
K − 1

K
lim
v→0

(n− 2)F n−3(v)f 3(v)v3 + F n−2(v)2f(v)f ′(v)v3 + F n−2(v)f 2(v)3v2´ v
0
s F n−2(s)f(s)f(v) ds

=
K − 1

K

{
lim
v→0

(n− 2)F n−3(v)f 2(v)v3´ v
0
s F n−2(s)f(s) ds

+ lim
v→0

f ′(v)v

f(v)

F n−2(v)2f(v)v2´ v
0
s F n−2(s)f(s) ds

+ lim
v→0

F n−2(v)f(v)3v2´ v
0
s F n−2(s)f(s) ds

}
=
K − 1

K
lim
v→0

(n− 2)F n−3(v)f 2(v)v3´ v
0
s F n−2(s)f(s) ds

+
K − 1

K
(3 + 2φ) lim

v→0

F n−2(v)f(v)v2´ v
0
s F n−2(s)f(s) ds

.

For the first limit we have

lim
v→0

(n− 2)F n−3(v)f 2(v)v3´ v
0
s F n−2(s)f(s) ds

= (n− 2) lim
v→0

(n− 3)F n−4(v)f 3(v)v3 + F n−3(v)2f(v)f ′3 + F n−3(v)f 2(v)3v2

v F n−2(v)f(v)

= (n− 2) lim
v→0

(n− 3)f 2(v)v2 + F (v)2f ′2 + F (v)f(v)3v

F 2(v)

= (n− 2) lim
v→0

(n− 3)f 2(v)v2

F 2(v)
+

2f(v)v

F (v)

f ′(v)v

f(v)
+
f(v)3v

F (v)

= (n− 2) lim
v→0

f(v)v

F (v)

(
(n− 3)

f(v)v

F (v)
+ 2

f ′(v)v

f(v)
+ 3

)
= (n− 2)(1 + φ) ((n− 3)(1 + φ) + 2φ+ 3)

= (n+ φn− 2− 2φ)(n+ φn− φ).

For the second limit we have

lim
v→0

F n−2(v)f(v)v2´ v
0
s F n−2(s)f(s) ds

= lim
v→0

(n− 2)F n−3(v)f 2(v)v2 + F n−2(v)f ′2 + F n−2(v)f(v)2v

v F n−2(v)f(v)

= lim
v→0

(n− 2)F n−3(v)f 2(v)v2

v F n−2(v)f(v)
+ lim

v→0

F n−2(v)f ′2

v F n−2(v)f(v)
+ lim

v→0

F n−2(v)f(v)2v

v F n−2(v)f(v)

= (n− 2) lim
v→0

f(v)v

F (v)
+ lim

v→0

f ′(v)v

f(v)
+ 2

= (n− 2)(1 + φ) + φ+ 2

= n+ nφ− φ.

Hence we have

lim
v→0

rh(v,K)v2 =
K − 1

K
(n+ φn− 2− 2φ)(n+ φn− φ) +

K − 1

K
(3 + 2φ) (n+ nφ− φ)

=
K − 1

K
(n+ φn+ 1)(n+ φn− φ).
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B.3.5 Proof of Lemma 14

Proof. We transform the ODE (5.6) using the change of variables y = v̇t. This yields

y′(v) + g(v)y(v) + r = 0.

The general solution is given by

y (v) = e−
´ v
m g(x)dx

(
C −
ˆ v

m

re
´w
m g(x)dxdw

)
, (B.10)

where m > 0.45 Feasibility requires that y(v) < 0 for all v ∈ (0, v+
0 ).

(i) Suppose κ < −1. Since κ = limv→0 g(v)v, there must exist γ > 0 such that g(v) ≤ − 1
v

for all v ∈ (0, γ]. Then there does not exist a finite C such that the general solution in (B.10)
satisfies y(v) < 0 for all v ∈ (0, v+

0 ). Suppose by contradiction, that such C ∈ R exists. Then
for all v ∈ (0, v+

0 ),

C <

ˆ v

m

re
´w
m g(x)dxdw.

Since the right-hand side is increasing in v this implies

lim
v→0

ˆ v

m

re
´w
m g(x)dxdw > −∞. (B.11)

We may assume that 0 < m < γ. In this case, the limit can be computed as follows:

lim
v→0

ˆ v

m

re
´w
m g(x)dxdw = lim

v→0
−
ˆ m

v

re−
´m
w g(x)dxdw

≤ lim
v→0
−
ˆ m

v

re
´m
w

1
x
dxdw

= lim
v→0
−
ˆ m

v

r
m

w
dw

=−∞.

A contradiction. This shows part (i).
To prove part (ii), we first set

C = −
ˆ m

0

re
´w
m g(x)dxdw, (B.12)

and show that the resulting solution

y (v) = −e−
´ v
m g(x)dx

ˆ v

0

re
´w
m g(x)dxdw = −

ˆ v

0

re−
´ v
w g(x)dxdw, (B.13)

45For m = 0, the solution candidate is not well defined for all κ because e−
´ v
m

g(x)dx =∞.
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is negative and finite for all v. It is clear that y (v) < 0, so it suffices to rule out y (v) = −∞.
Since κ = limv→0 g(v)v > −1, there exist κ̂ > −1 and γ > 0 such that g(v) ≥ κ̂

v
for all

v ∈ (0, γ]. Hence the limit in (B.11) can be computed as (where we may again assume that
0 < m < γ):

lim
vt→0

ˆ vt

m

re
´ v
m g(x)dxdv = lim

vt→0
−
ˆ m

vt

re−
´m
v g(x)dxdv

≥ lim
vt→0
−
ˆ m

vt

re−κ̂ ln m
v dv

= lim
vt→0
−
ˆ m

vt

r
( v
m

)κ̂
dv

=− rm−κ̂ 1

κ̂+ 1
lim
vt→0

(
mκ̂+1 − vκ̂+1

t

)
>−∞.

Therefore, y (v) is finite and y(v) < 0 for all v. Next we have to show that (B.13) can be
integrated to obtain a feasible solution of the auxiliary problem. It suffices to verify that the
following boundary condition from Lemma 4:

lim
t→∞

vt = 0, (B.14)

is satisfied. (This condition must hold for any solution as we show in the proof of Theorem
1.) Recall that v̇t = y(vt). Therefore, we have

v̇t = −e−
´ vt
m g(v)dv

(ˆ vt

0

re
´ v
m g(x)dxdv

)
.

We first show that, for any v+
0 ∈ [0, 1], the solution to this differential equation satisfies

(B.14). Since the term in the parentheses is strictly positive we have

e
´ vt
m g(v)dv v̇t´ vt

0
e
´ v
m g(x)dxdv

= −r.

Integrating both sides we get

ln

ˆ vt

0

e
´ v
m g(x)dxdv − ln

ˆ v0

0

e
´ v
m g(x)dxdv = −rt.

Now take t → ∞. The RHS diverges to −∞ and the second term on the LHS is constant,
so we must have

lim
t→∞

ln

ˆ vt

0

e
´ v
m g(x)dxdv = −∞

which holds if and only if limt→∞ vt = 0. Therefore, we have found a solution that satisfies
the boundary condition and is decreasing for all starting values v+

0 . This concludes the proof
for part (ii).
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To prove part (iii), it suffices to rule out the possibility that other solutions may yield
a higher value of the objective function. In light of (B.11), any decreasing solution must
satisfy (B.10) with

C = −Ĉ −
ˆ m

0

re
´w
m g(x)dxdw,

where Ĉ ≥ 0, because Ĉ < 0 implies y(v) > 0 for v sufficiently small. Notice that if Ĉ = 0,
v̇t is given by (B.13):

v̇t = −e−
´ vt
m g(v)dv

ˆ vt

0

re
´ v
m g(x)dxdv = −

ˆ vt

0

re−
´ vt
v g(x)dxdv.

Let y denote the solution for Ĉ = 0 and z denote the solution for some Ĉ > 0. If Ĉ > 0,
then we have for all v ∈ (0, 1]:

z(v) = y(v)− Ĉe−
´ v
m g(x)dx < y(v).

Let vt be the cutoff path for Ĉ = 0 and wt be the cutoff path for Ĉ > 0. If we fix v0 = w0,
then z(v) < y(v) implies that for all t > 0, wt < vt. To see this, note that whenever
vt = wt 6= 0, we have ẇt = z(wt) < y(vt) = v̇t. Hence, at every point where the two cutoff
paths coincide, wt must cross vt from above. But since w0 = v0, this cannot happen (except
at t = 0). As a result, wt cannot be part of the optimal solution.46 Therefore, the optimal
solution is given by Ĉ = 0, which means it satisfies (4.1). Uniqueness of the solution to (4.1)
follows from the standard Lipschitz condition.

B.3.6 Proof of Lemma 15

Proof. If the seller’s revenue is weakly higher under T̂ , then
ˆ 1

0

(
e−r T̂ (v) − e−r T (v)

)(
v − 1− F (v)

f(v)

)
nF (v)n−1f(v)dv ≥ 0.

Using the assumption that vt = v̂t for all t ≤ a and hence T (v) = T̂ (v) for all v > va, we can
rewrite this expression as

ˆ va

0

(
e−r T̂ (v) − e−r T (v)

)(
v − 1− F (v)

f(v)

)
nF (v)n−1f(v)dv ≥ 0. (B.15)

46If J(v0) < 0, then the cutoff path vt leads to later trading times for types with negative virtual valuation,
hence the seller’s expected profit is higher. Next suppose that J(v0) > 0. Let x be defined by J(x) = 0. Let
sv be the time where vsv = x and sw be the time where wsw = x. Since wt < vt for all t, we must have
sw < sv. Now we construct a new feasible cutoff path that yields a higher expected profit than w. The idea
is to take vt and advance all trading times by ∆s = sv − sw. Formally, we define ŵt = vt+∆s . This implies
that and ˙̂wt = v̇t+∆s

. By construction ŵt = wt, ŵt < wt for t < sw, and ŵt > wt for t > sw. Hence, with the
new cutoff path ŵt, all types with J(v) > 0 trade (weakly) earlier and all types with J(v) < 0 trade (strictly)
later that with the old cutoff path wt. Therefore the expected revenue of the seller is strictly higher.

B-16



Since both cutoff sequences have the same slack in the payoff floor constraint at a and
va = v̂a, we have

ˆ va

0

(
e−r T̂ (v) − e−r T (v)

)(
v − F (va)− F (v)

f(v)

)
nF (v)n−1f(v)dv = 0. (B.16)

Subtracting equation (B.16) from inequality (B.15) we obtain
ˆ va

0

(
e−r T̂ (v) − e−r T (v)

)(F (va)− 1

f(v)

)
nF (v)n−1f(v)dv ≥ 0,

which is equivalent to, for all t < a,
ˆ va

0

(
e−r T̂ (v) − e−r T (v)

)(F (va)− F (vt)

f(v)

)
nF (v)n−1f(v)dv ≥ 0.

Adding equality (B.16) to the above inequality, we get
ˆ va

0

(
e−r T̂ (v) − e−r T (v)

)(
v − F (vt)− F (v)

f(v)

)
nF (v)n−1f(v)dv ≥ 0.

But this means that the slack in the payoff floor constraint at t < a is greater under T̂ than
for T . Hence, the payoff floor constraint is fulfilled under T̂ for all t < a.

B.3.7 Proof of Lemma 16

Proof. Note that

J(s|v ≤ x)f(s) =

(
s− F (x)− F (s)

f (s)

)
f (s)

=

(
s− 1− F (s)

f (s)

)
f (s) + 1− F (x)

= J(s)f(s) + (1− F (x)).

Hence, J(s|v ≤ x)f(s) is strictly increasing in s if and only if J(s)f(s) is strictly increasing.

d

ds
(J(s)f(s)) =

d

ds
(sf(s)− (1− F (s))) = − d2

ds2
(s(1− F (s))) .

B.3.8 Proof of Lemma 17

Proof. Let us first assume that the payoff floor constraint is strictly slack for all t ∈ [a, b].
Suppose by contradiction that Jt(ṽ) < 0 for some t ∈ (a, b] and some ṽ ∈ [v+

b , va]. Then
Jt(ṽ) < 0 for all t ≤ a, since Jt(ṽ) is non-decreasing in t. We claim that the following
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modification is feasible and improves revenue for δ > 0 sufficiently small:

T̂ (v) =

{
T (v), if v > ṽ

T (v) + δ, if v ≤ ṽ
.

With the new trading times, the payoff floor constraint at t+ δ for t ≥ T (ṽ) is the same as
the payoff floor constraint for t at the original trading times. For t < a the RHS of the payoff
floor constraint is unchanged and the LHS is increased because we delay trade of types that
have a negative virtual valuation at t ≤ a. For a < t < T (ṽ) + δ, the RHS of the payoff floor
constraint for T̂ (v) is equal to the RHS at min {t, T (ṽ)} for T (v). To show that for T̂ (v) the
LHS is greater or equal than the RHS, we distinguish two cases. If the type ṽ is the only
type that trades at T (ṽ) then for δ sufficiently small, the payoff floor constraint is fulfilled
because it was strictly slack for a ≤ t < T (ṽ) before the change and the LHS is continuous
in T and hence in δ. If ṽ is part of an atom of types that all trade at the same time, the
same argument applies to the payoff floor constraint at t ∈ [a, T (ṽ)]. After the modification,
however, the posterior at times t ∈ (T (ṽ), T (ṽ) + δ) is the prior truncated to [0, ṽ]. Before
the change, this posterior did not arise on the equilibrium path. By Lemma 9 we have.

ˆ ṽ

0

(
e−r(T (v)−T (ṽ)) − 1

) (
v − F (ṽ)− F (v)

f(v)

)
f(v)n (F (v))n−1 dv > 0.

This implies that after the modification, the payoff floor constraint is strictly slack at T (ṽ)+δ.
For t ∈ (T (ṽ), T (ṽ) + δ), the RHS is the same as at T (ṽ) + δ because there is not trade on
that interval in the modified solution. By continuity, for δ sufficiently small it is also fulfilled
for all t ∈ (T (ṽ), T (ṽ) + δ).

It remains to show the result for the case that the payoff floor constraint is binding at
a and b but strictly slack on (a, b). In this case, we know that the result holds true for
t ∈ [a + ε, b − ε] for any ε > 0 and v ∈ [v+

b−ε, va+ε]. Since v − F (vt)−F (v)
f(v)

is continuous in vt
and v and there is no atom at a or b, respectively if the payoff floor constraint binds, Jt(v) is
continuous in (t, v) at the endpoints of the interval if the payoff floor constraint is binding.
By continuity, the result for [a+ ε, b− ε] extends to the endpoints.

B.3.9 Proof of Lemma 18

Proof. Suppose by contradiction that T is optimal. We consider a variation of the trading
times on small interval [s, s′′] ⊂ (a, b) constructed as follows. First we choose [s, s′′] such
that vs′′ < vs and there is a positive measure of types with trading times in (s, s′′) and such
that there are no atoms of trade at s or s′′. In words, we choose an interval of types that do
not trade at the endpoints of [s, s′′] (they could all trade in an atom). Next we pick some
type w with s < T (w) < s′′ and define T̂ such that all types in [vs′′ , w] trade at s′′ and all
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types in (w, vs] trade at s. Formally the modification of the trading time can be written as

T̂ (v) =


T (v) if v ≥ vs,

s if v ∈ (w, vs],

s′′ if v ∈ [vs′′ , w],

T (v) if v ≤ vs′′ .

We want so choose w such that the payoff floor constraint at time s remains unchanged,
formally:
ˆ vs

w

(
e−r s − e−r T (v)

)
(Js(v)f(v)) n(F (v))n−1dv+

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)

(Js(v)f(v)) n(F (v))n−1dv = 0.

(B.17)
Note that if w = vs the first integral vanishes so that the LHS is negative, and if w = vs′′ ,
the second integral vanishes and the LHS is positive. Since the LHS is continuous in w, we
can choose w such that (B.17) is satisfied. Note also that if we choose s and s′′ sufficiently
close together, then the payoff-floor constraint remains satisfied for all t ∈ [s, s′′] because
it was strictly slack before the variation. Also the payoff-floor constraint for t > s′′ is not
affected by this change. Finally, if we can show that the ex-ante revenue increases, Lemma
15 implies that the payoff floor constraint is also satisfied for t < a. The ex-ante revenue is
increased ifˆ vs

w

(
e−r s − e−r T (v)

)
(J(v)f(v)) n(F (v))n−1dv+

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)

(J(v)f(v)) n(F (v))n−1dv > 0.

By subtracting (B.17) from the above inequality, we get
ˆ vs

w

(
e−r s − e−r T (v)

)
(F (vs)− 1) n(F (v))n−1dv+

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)

(F (vs)− 1) n(F (v))n−1dv > 0,

which is equivalent to
ˆ vs

w

(
e−r s − e−r T (v)

)
n(F (v))n−1dv +

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)
n(F (v))n−1dv < 0.

Multiplying by Js(w)f(w) we have (by Lemma 17, Js(s′′) ≥ 0 and hence Js(w) > 0.)
ˆ vs

w

(
e−r s − e−r T (v)

)
Js(w)f(w)n(F (v))n−1dv+

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)
Js(w)f(w)n(F (v))n−1dv < 0.

By Lemma 16, we have that Js(v)f(v) is strictly increasing. This implies
ˆ vs

w

(
e−r s − e−r T (v)

)︸ ︷︷ ︸
>0

Js(w)f(w)n(F (v))n−1dv +

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)

︸ ︷︷ ︸
<0

Js(w)f(w)n(F (v))n−1dv
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<

ˆ vs

w

(
e−r s − e−r T (v)

)
Js(v)f(v)n(F (v))n−1dv +

ˆ w

vs′′

(
e−r s

′′ − e−r T (v)
)
Js(v)f(v)n(F (v))n−1dv

= 0,

where the last equality follows from (B.17).

B.3.10 Proof of Lemma 19

Proof. The logic of the proof is similar to proof of Lemma 18. Again, suppose by contra-
diction that T is optimal. We construct a variation by splitting the atom at some type
w ∈ (v+

b , vb). First, we let types [w, vb] trade at s < b. Second, we want to delay the trading
times for types [v+

b , w) to s′′ > b, where vs′′ ≥ v+
b − ε. In order to maintain monotonicity we

also have to delay the trading time of all types v ∈ [vs′′ , v
+
b ). To summarize we have:

T̂ (v) =


T (v) if v > vb,

s if v ∈ [w, vb],

s′′ if v ∈ (vs′′ , w),

T (v) if v ≤ vs′′ .

We choose w, s, and s′′ such that the payoff floor constraint at a is unchanged:
ˆ vb

w

(
e−r s − e−r b

)
(Ja(v)f(v)) n(F (v))n−1dv

+

ˆ w

v+
b

(
e−r s

′′ − e−r b
)

(Ja(v)f(v)) n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)

(Ja(v)f(v)) n(F (v))n−1dv = 0. (B.18)

We argue that it is feasible to choose such w, s, and s′′. First note that, if we set s′′ = b,
vs′′ = v+

b , and s < b, the left hand side of the equality is strictly positive since Ja(w) ≥ 0
by Lemma 17. Next, we show that for s = b we can choose s′′ > b such that the left hand
side of the expression is strictly negative. If Ja(v+

b )f(v+
b ) > 0, we can choose s′′ such that

Ja(vs′′)f(vs′′) ≥ 0. In this case the last two integrals are strictly negative. If Ja(v+
b )f(v+

b ) = 0
(“<” is ruled out by Lemma 17) then Ja(v)f(v) < 0 for v < v+

b , and we have
ˆ w

v+
b

(
e−r s

′′ − e−r b
)

(Ja(v)f(v)) n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)

(Ja(v)f(v)) n(F (v))n−1dv

≤
ˆ w

v+
b

(
e−r s

′′ − e−r b
)

(Ja(v)f(v)) n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r b
)

(Ja(v)f(v)) n(F (v))n−1dv
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=
(
e−r s

′′ − e−r b
)[ˆ w

v+
b

(Ja(v)f(v)) n(F (v))n−1dv +

ˆ v+
b

vs′′

(Ja(v)f(v)) n(F (v))n−1dv

]

≤
(
e−r s

′′ − e−r b
)[ˆ w

v+
b

(Ja(v)f(v)) n(F (v))n−1dv + (Ja(vs′′)f(vs′′))

ˆ v+
b

vs′′

n(F (v))n−1dv

]
.

We want to show that for some s′′

ˆ w

v+
b

(Ja(v)f(v)) n(F (v))n−1dv + (Ja(vs′′)f(vs′′))

ˆ v+
b

vs′′

n(F (v))n−1dv > 0.

Note that (Ja(vs′′)f(vs′′))
´ v+

b

vs′′
n(F (v))n−1dv is continuous in vs′′ . Hence, there is a vs′′ < v+

b

such that
ˆ w

v+
b

(Ja(v)f(v)) n(F (v))n−1dv + (Ja(vs′′)f(vs′′))

ˆ v+
b

vs′′

n(F (v))n−1dv > 0.

Moreover, for every vs′′ < vb there is an ŝ with vŝ ∈ (vs′′ , vb) such that there is no atom at
ŝ. Hence we can take vs′′ be a type that is not part of an atom. To summarize, we have
shown that for some (s, b) the payoff floor constraints at a decreases and for some (b, s′′)
it increases. We can select s′′ such that the last two integrals in (B.18) become arbitrary
small. Since the first integral is continuous in s we can find a value for s such that the whole
expression is equal to zero. This proves that our construction is possible.

If the payoff-floor constraint binds at a it must be slack for all t ∈ (a, s] since there is
no trade in this interval. Next we argue that the variation does not violate the payoff floor
constraint for t > s. If we choose both s and s′′ sufficiently close to b, then the payoff-floor
constraint remains satisfied for all t ∈ (s, s′′] because for every v+

b < w < vb Lemma 9 implies
ˆ w

0

(
e−r(T (v)−b) − 1

) (
v − F (w)− F (v)

f(v)

)
f(v)n (F (v))n−1 dv > 0.

Also the payoff-floor constraint for t > s′′ is not affected by this change. Finally, if we can
show that the ex-ante revenue increases, Lemma 15 implies that the payoff floor constraint
is also satisfied for t < a.

Ex-ante revenue increases if(
e−r s − e−r b

) ˆ vb

w

(
v − 1− F (v)

f(v)

)
f(v)n(F (v))n−1dv

+
(
e−r s

′′ − e−r b
)ˆ w

v+
b

(
v − 1− F (v)

f(v)

)
f(v)n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)(

v − 1− F (v)

f(v)

)
f(v)n(F (v))n−1dv > 0.
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By subtracting the condition (B.18) from the above inequality, we obtain:

(
e−r s − e−r b

) ˆ vb

w

(
F (w)− 1

f(v)

)
f(v)n(F (v))n−1dv

+
(
e−r s

′′ − e−r b
) ˆ w

v+
b

(
F (w)− 1

f(v)

)
f(v)n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)(F (w)− 1

f(v)

)
f(v)n(F (v))n−1dv > 0.

This can be rearranged to(
e−r s − e−r b

) ˆ vb

w

n(F (v))n−1dv +
(
e−r s

′′ − e−r b
) ˆ w

v+
b

n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)
n(F (v))n−1dv < 0.

If we multiply the LHS by Ja(w)f(w), we get

(
e−r s − e−r b

) ˆ vb

w

Ja(w)f(w)n(F (v))n−1dv

+
(
e−r s

′′ − e−r b
)ˆ w

v+
b

Ja(w)f(w)n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)
Ja(w)f(w)n(F (v))n−1dv

<
(
e−r s − e−r b

) ˆ vb

w

Ja(v)f(v)n(F (v))n−1dv

+
(
e−r s

′′ − e−r b
)ˆ w

v+
b

Ja(v)f(v)n(F (v))n−1dv

+

ˆ v+
b

vs′′

(
e−r s

′′ − e−r T (v)
)
Ja(v)f(v)n(F (v))n−1dv = 0.

where the last equality is the condition for the unchanged payoff floor constraint at a.

B.3.11 Proof of Lemma 20

Proof. Suppose by contradiction that for some t with vt > 0, we have T (v) = t for all
v ∈ [0, vt]. Then for all ε > 0 the payoff floor constraint at t− ε is
ˆ vt

0

e−rεJt−ε(v)dF
(n)
t−ε(v) +

ˆ vt−ε

vt

e−r(T (v)−(t−ε))Jt−ε(v)dF
(n)
t−ε(v) ≥

ˆ vt−ε

0

Jt−ε(v)dF
(n)
t−ε(v).
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Rearranging this we get
ˆ vt−ε

vt

(
e−r(T (v)−(t−ε)) − 1

)
Jt−ε(v)dF

(n)
t−ε(v) ≥

(
1− e−rε

) ˆ vt

0

Jt−ε(v)dF
(n)
t−ε(v).

The RHS is strictly positive for ε > 0 but sufficiently small because, by the left-continuity
of vt and continuity of Jt (v) in t, we have

lim
ε→0

ˆ vt

0

Jt−ε(v)dF
(n)
t−ε(v) =

ˆ vt

0

Jt(v)dF
(n)
t (v) > 0.

On the other hand, since Jt (vt) = vt > 0, we have Jt−ε (v) > 0 for v ∈ (vt, vt−ε) with ε > 0
but sufficiently small. Note that

T (v) ≥ t− ε for all v ∈ (vt, vt−ε)

Therefore, e−r(T (v)−(t−ε)) ≤ 1 for all v ∈ (vt, vt−ε), and thus the LHS is non-positive. A
contradiction.
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C Proof of Proposition 1
In order to prove Proposition 1 we follow the approach of AD. Weak-Markov equilibria are
defined as follows:

Definition 1. An equilibrium (p, b) ∈ E(∆) is a weak-Markov equilibrium if the buyers’
strategies only depend on the reserve price announced for the current period.

We adopt AD’s notation and assume that the types of the bidders are i.i.d. draws from
U [0, 1]. We denote the type of buyer i by qi. The valuation for each type is given by the
function v(q) := F−1(q). Assumption 3 implies that the same condition also holds for v(q)
and corresponds to the assumption made in Definition 5.1 in AD. In the following we will
use that F is continuous and strictly increasing (as in AD we could relax this even further
to general distribution functions but this is not necessary for the purpose of the present
paper).47 Since the proof of Proposition 1 follows closely the approach of AD, we only state
proofs for the parts of the proof of AD that need to be modified for the case of n ≥ 2.

C.1 Proof of Proposition 1.(i)

In a weak-Markov equilibrium, the buyers’ strategy can be described by a function P :
[0, 1]→ [0, 1]. A bidder with type qi places a valid bid if and only if the announced reserve
price is smaller than P (qi). Given that v is strictly increasing, Lemma 1 implies that P is
non-decreasing.

Also by Lemma 1, the posterior of the seller at any history is described by the supre-
mum of the support, which we denote by q. If all buyers play according to P , the seller’s
(unconditional) continuation profit for given q is48

R(q) : = max
y∈[0,q]

ˆ q

y

v(z)d
[
nzn−1 − (n− 1)zn

]
+ P (y)n (q − y)yn−1 + e−r∆R(y) (C.1)

Let Y (q) be the argmax correspondence and define y(q) := supY (q). Because the ob-
jective satisfies a single-crossing property, Y (q) is increasing and hence single-valued almost
everywhere. If Y (q) is single-valued at q the seller announces a reserve price S(q) = P (y(q))
if the posterior has upper bound q.

The buyers’ indifference condition for the case that Y (q) is single-valued so that the seller
does not randomize, is given by:

v(q)− P (q) = e−r∆

[
v(q)− (y(q))n−1

qn−1
S(q)− 1

qn−1

ˆ q

y(q)

v(x)dxn−1

]
. (C.2)

47In AD the valuation is decreasing in the type. We define v to be increasing so that higher types have
higher valuations.

48Dividing the RHS by qn and replacing R(y) by ynR(y) would yield the conditional continuation profit.
The unconditional version is more convenient for the subsequent development.
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If the seller randomizes over Y (q) according to some probability measure µ, then

v(q)− P (q) = e−r∆
[
v(q)−

ˆ
Y (q)

{
yn−1

qn−1
P (y) +

1

qn−1

ˆ q

y

v(x)dxn−1

}
dµ(y)

]
, (C.3)

which may require that µ depends on P (q).49

We will be looking for left-continuous functions R and P such that (C.1) and (C.2) are
satisfied.50 If this is true for all q ∈ [0, q̄], then we say that (P,R) support a weak-Markov
equilibrium on [0, q̄]. The goal is to show the existence of a pair (P,R) that supports a
weak-Markov equilibrium on [0, 1]. As in AD, we can show that the seller’s continuation
profit is Lipschitz-continuous in q.

Lemma 21 (cf. Lemma A.2 in AD). If (P,R) supports a weak-Markov equilibrium on [0, q̄],
then R is increasing and Lipschitz continuous satisfying

0 < R(q1)−R(q2) ≤ n(q1 − q2)

for all 0 ≤ q2 < q1 ≤ q̄.

Proof. First, we show monotonicity:

R(q1) =

ˆ q1

y(q1)

v(z)d
[
nzn−1 − (n− 1)zn

]
+ P (y(q1))n (q1 − y(q1))(y(q1))n−1 + e−r∆R(y(q1))

≥
ˆ q1

y(q2)

v(z)d
[
nzn−1 − (n− 1)zn

]
+ P (y(q2))n (q1 − y(q2))(y(q2))n−1 + e−r∆R(y(q2))

>

ˆ q2

y(q2)

v(z)d
[
nzn−1 − (n− 1)zn

]
+ P (y(q2))n (q2 − y(q2))(y(q2))n−1 + e−r∆R(y(q2))

= R(q2)

To show Lipschitz continuity, notice that the revenue from sales to types below q2 in the
continuation starting from q1 is at most R(q2) and the revenue from types between q2 and
q1 is bounded above by P (q1)(qn1 − qn2 ).51 Hence

R(q1)−R(q2) ≤ P (q1)(qn1 − qn2 )

≤ (qn1 − qn2 )

≤ n(q1 − q2)

49In the following, we give details for the case that the seller does not randomize and refer to AD for the
discussion of randomization by the seller.

50Left-continuity will be used in the proof of Proposition 6 in the next section.
51Suppose by contradiction that for the posterior [0, q1], the expected payment that the seller can extract

from some type q ∈ [q2, q1] is greater or equal than P (q1). In order to arrive at a history where the posterior
is [0, q1], the seller must have used reserve price P (q1) in the previous period. But then all types in [q, q1]
would prefer to bid in the previous period because they expect to make higher payments if they wait. This
is a contradiction.
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Using this Lemma, we can show that an existence result for [0, q̄] can be extended to the
whole interval [0, 1].

Lemma 22 (cf. Lemma A.3 in AD). Suppose (Pq̄, Rq̄) supports a weak-Markov equilibrium
on [0, q̄], then there exists (P,R) which supports a weak-Markov equilibrium on [0, 1].

Proof. We extend (Rq̄, Pq̄) to some [0, q̄′]. Define

Rq̄′(q) = max
0≤y≤min{q̄,q}

ˆ q

y

v(z)d
[
nzn−1 − (n− 1)zn

]
+ Pq̄(y)n (q − y)yn−1 + e−r∆Rq̄(y)

with yq̄′(q) as the supremum of the argmax correspondence. Moreover, we define Pq̄′(q) by

v(q)− Pq̄′(q) = e−r∆

[
v(q)− (yq̄′(q))

n−1

qn−1
Pq̄(yq̄′(q))−

1

qn−1

ˆ q

yq̄′ (q)

v(x)dxn−1

]
.

For q̄′ = min
{

1, n
√
q̄n + (1− e−r∆)Rq̄(q̄)

}
, the constraint in the maximization in the defini-

tion of Rq̄′(q) is not binding and moreover

Rq̄′(q) = max
0≤y≤q

ˆ q

y

v(z)d
[
nzn−1 − (n− 1)zn

]
+ Pq̄′(q)n (q − y)yn−1 + e−r∆Rq̄′(y)

For y ∈ [q̄, q] we have
ˆ q

y

v(z)d
[
nzn−1 − (n− 1)zn

]
+ Pq̄′(q)n (q − y)yn−1 + e−r∆Rq̄′(y)

≤qn − yn + e−r∆Rq̄′(q)

≤(1− e−r∆)Rq̄(q̄) + e−r∆Rq̄′(q)

≤(1− e−r∆)Rq̄′(q) + e−r∆Rq̄′(q)

≤Rq̄′(q).

In the first step, we have used that the payments v(z) and Pq̄′(q) are less than or equal
to one. In the second step, we have used that q̄′ = min

{
1, n
√
q̄n + (1− e−r∆)Rq̄(q̄)

}
; since

q̄ ≤ y ≤ q ≤ q̄′, this implies qn − yn ≤ (1− e−r∆)Rq̄(q̄). The third step uses Rq̄(q̄) = Rq̄′(q̄)
and that Rq̄′ is increasing. Thus (Pq̄′ , Rq̄′) supports a weak-Markov equilibrium on [0, q̄′].
Since Rq̄(q̄) > 0, a finite number of repetitions suffices to extend (Pq̄, Rq̄) to the entire interval
[0, 1].

To complete the proof, we follow AD by replacing the lower tail distribution on the interval
[0, q̄] by a uniform distribution. For the uniform distribution, a weak-Markov equilibrium can
be constructed explicitly. In the auction case, this has been shown by McAfee and Vincent
(1997). Therefore, Lemma 22 implies that for the modified distribution with a uniform
part at the lower end, a weak-Markov equilibrium exists. The final step is to show that
the functions (P,R) that support the equilibrium for the modified distribution converge to
functions that support a weak-Markov equilibrium for the original distribution as q̄ → 1.
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Proof of Proposition 1.(i). As in AD, we consider a sequence of valuation functions

vη(q) =

{
v(q), if q ≥ 1

η

v
(

1
η

)
ηq, otherwise.

This corresponds to the original distribution except that on the interval [0, 1/η], we have
made the distribution uniform. McAfee and Vincent (1997) show that there exist (P̃1/η, R̃1/η)
that support a weak-Markov equilibrium on [0, 1/η]. Hence, by Lemma 22, for each η =
1, 2, . . ., there exists a pair (Pη, Rη) that supports a weak-Markov equilibrium on [0, 1]. As
in AD, we can assume that Pη converges point-wise for all rationals to some function Φ(s),
s ∈ Q ∩ [0, 1] and taking left limits we can extend this limit to a non-decreasing, left-
continuous function P : [0, 1] → [0, 1]. Also, by Lemma 21, after taking a sub-sequence, we
may assume that (Rn) converges uniformly to a continuous function R. We have to show
that (P,R) supports a weak-Markov equilibrium for v. But given Lemma 21 and 22, only
minor modifications are needed to apply the proof of Theorem 4.2 from AD.

C.2 Proof of Proposition 1.(ii)

Before we begin with the proof, we note that in contrast to the case of one buyer analyzed
by AD, the first reserve price in a continuation game where the seller’s posterior is vt need
not converge to zero as ∆ → 0.52 Nevertheless, we obtain the Coase conjecture because
prices fall arbitrarily quickly as ∆ → 0. On the buyer side, the strategy is described by
a cutoff for the reserve price. A buyer places a bid if and only if the current reserve price
is below the cutoff. The Markov property of the buyer’s strategy implies that the cutoff
only depends on the buyer’s type, it is independent of time and of the history of previous
reserve prices. As ∆ → 0, the equilibrium cutoff of a buyer with type v converges to the
payment that this type would make in a second-price auction without reserve price. Also
reserve prices decline arbitrarily quickly so that the delay of the allocation vanishes for all
buyers as ∆→ 0. Therefore, the seller’s profit converges to the profit of an efficient auction.

We want to show that the profit of the seller in any weak-Markov equilibrium of a subgame
that starts with the posterior [0, q], converges (uniformly over q) to ΠE(q) as ∆ → 0. The
proof consists of two main steps. The first step shows that for any type ξ ∈ [0, 1], any ∆ > 0,
and any weak-Markov equilibrium supported by some pair (P,R), the expected payment that
the seller can extract from type ξ is bounded by ξn−1P (ξ). We prove this by showing that
the expected payment conditional on winning is bounded by P (ξ).

Lemma 23. Let (P,R) support a weak-Markov equilibrium in the game for ∆ > 0. Suppose
that in this equilibrium, type ξ ∈ [0, 1] trades in period t, let the posterior in period t be
qt ≥ ξ, and denote the marginal type in period t by q+

t ≤ ξ. Then we have

P (ξ) ≥
ˆ ξ

q+
t

v(x)
dxn−1

ξn−1
+

(
q+
t

)n−1

ξn−1
P (q+

t ), ∀ξ ∈ [0, 1],

52For the uniform distribution, this was already noted by McAfee and Vincent (1997).
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and hence
R(q) ≤

ˆ q

0

P (x) dxn, ∀q ∈ (0, 1].

Proof. For q+
t = ξ the RHS of the first inequality becomes P (q+

t ) = P (ξ). Hence it suffices
to show that ˆ ξ

q

v(x)dxn−1 + qn−1P (q)

is increasing in q. For q > q̂ we have
ˆ ξ

q

v(x)dxn−1 + qn−1P (q)−
ˆ ξ

q̂

v(x)dxn−1 − q̂n−1P (q̂)

=qn−1P (q)− q̂n−1P (q̂)−
ˆ q

q̂

v(x)dxn−1

Using (C.2), we have

qn−1P (q)− q̂n−1P (q̂)

=
(
1− e−r∆

)
qn−1v(q) + e−r∆

ˆ q

y(q)

v(x)dxn−1 + e−r∆ (y(q))n−1 P (y(q))

−
(
1− e−r∆

)
q̂n−1v(q̂)− e−r∆

ˆ q̂

y(q̂)

v(x)dxn−1 − e−r∆ (y(q̂))n−1 P (y(q̂))

=
(
1− e−r∆

) (
qn−1v(q)− q̂n−1v(q̂)

)
+ e−r∆

(
(y(q))n−1 P (y(q))− (y(q̂))n−1 P (y(q̂))

)
+ e−r∆

ˆ q

q̂

v(x)dxn−1 − e−r∆
ˆ y(q)

y(q̂)

v(x)dxn−1

and hence

qn−1P (q)− q̂n−1P (q̂)−
ˆ q

q̂

v(x)dxn−1

=
(
1− e−r∆

) (
qn−1v(q)− q̂n−1v(q̂)

)
+ e−r∆

(
(y(q))n−1 P (y(q))− (y(q̂))n−1 P (y(q̂))

)
−
(
1− e−r∆

) ˆ q

q̂

v(x)dxn−1 − e−r∆
ˆ y(q)

y(q̂)

v(x)dxn−1

=e−r∆

(
(y(q))n−1 P (y(q))− (y(q̂))n−1 P (y(q̂))−

ˆ y(q)

y(q̂)

v(x)dxn−1

)

+
(
1− e−r∆

) ˆ q

q̂

v′(x)xn−1dx

Proceeding inductively, we get

qn−1P (q)− q̂n−1P (q̂)−
ˆ q

q̂

v(x)dxn−1 =
∞∑
k=0

e−k∆
(
1− e−r∆

) ˆ yk(q)

yk(q̂)

v′(x)xn−1dx > 0,
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where yk(·) denotes the function obtained by applying y(·) k times. This shows the first
inequality.

For the second inequality, notice that the RHS of the first inequality is the payment that
the seller can extract from type ξ if ξ wins the auction. This is bounded by P (ξ) as the first
inequality shows. The seller’s profit if the posterior at time t is q, therefore satisfies

R(q) ≤
ˆ q

0

e−r(T (x)−t)P (x)dxn,

where T (x) denotes the trading time of type x in the weak-Markov equilibrium. This implies
the second inequality.

For the second step, fix the distribution and the corresponding function v and define
vx : [0, 1]→ [0, 1] for all x ∈ (0, 1].

vx(q) :=
v(qx)

v(x)
.

Using Helly’s selection theorem, we can extend this definition to x = 0, by taking the a.e.-
limit of a subsequence of functions vx. Denote by EwM(∆, x) the weak-Markov equilibria of
the game with discount factor ∆ and distribution given by vx where x→ 0. Slightly abusing
notation we write (P,R) ∈ EwM(∆, x) for a weak-Markov equilibrium that is supported
by functions (P,R). We show that there is an upper bound for P (1) that converges to
the expected payment in a second price auction without reserve price as ∆ → 0, and the
convergence is uniform over x.

Lemma 24. Fix v(·). For all ε > 0, there exists ∆ε > 0 such that for all ∆ ≤ ∆ε, all
x ∈ [0, 1], and all (P,R) ∈ EwM(∆, x),

P (1) ≤
ˆ 1

0

vx(s) ds
n−1 + ε.

Proof. Suppose not. Then there exist sequences ∆m → 0 and xm → x̄ such that for all
m ∈ N, there exist equilibria (Pm, Rm) ∈ EwM(∆m, xm) such that for all m,

Pm(1) >

ˆ 1

0

vxm(s) dsn−1 + ε.

By a similar argument as in the proof of Theorem 4.2 of AD, we can construct a limiting
pair (P ,R), where P is left-continuous and non-decreasing, Pm converges point-wise to P
for all rationals, and Rm converges uniformly to R. Obviously, we have

P (1) ≥
ˆ 1

0

vx̄(s) ds
n−1 + ε.
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Left-continuity implies that there exists q̄ < 1 such that

P (q̄) ≥
ˆ 1

0

vx̄(s) ds
n−1 +

ε

2
. (C.4)

Using an argument from the proof of Theorem 5.4 in AD, we can show that

R(1) ≥
ˆ 1

q̄

P (s) dsn + ΠE(q̄) ≥ ΠE(1) + (1− q̄)ε
2
,

where we have used (C.4) to show the second inequality. Hence, we have

Rm(1)→ R(1) ≥ ΠE(1) + (1− q̄)ε
2
. (C.5)

But this implies that there must exist a type q̂ > 0, a time t > 0, and m̄ such that for all
m > m̄,

Tm(q̂) ≥ t.

where Tm(·) is the trading time function in the weak-Markov equilibrium supported by
(Pm, Rm). To see this, note that delay for low types is needed to increase the seller’s revenue
beyond the revenue from an efficient auction.

With this observation, we can conclude the proof using a similar argument as in Case I
of the proof of Theorem 5.4 in AD. From Lemma 23 we know that the maximal expected
payment conditional on winning that a buyer of type q has to make in equilibrium is given
by Pm(q). This implies that

Rm(1) ≤
ˆ 1

q̂

Pm(z)dzn + e−rtRm(q̂).

In the limit we have

R(1) ≤
ˆ 1

q̂

P (z)dzn + e−rtR(q̂). (C.6)

On the other hand, the same argument that we used to obtain (C.5) yields

R(1) ≥
ˆ 1

0

P (z)dzn. (C.7)

Combining (C.6) and (C.7) we get
ˆ q̂

0

P (z)dzn ≤ e−rtR(q̂),

which implies

R(q̂) >

ˆ q̂

0

P (z)dzn,

since t > 0. But Lemma 23 implies the opposite inequality which is a contradiction.
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Using this Lemma, we can show that for a given v(·), the difference between the contin-
uation profit at [0, q] and ΠE(q), divided by v(q) converges uniformly to zero.

Lemma 25. Fix v(·). For all ε > 0, there exists ∆ε > 0 such that for all ∆ ≤ ∆ε, all
x ∈ [0, 1], and all (P,R) ∈ EwM(∆, 1),

R(x)

xn
− ΠE(v(x)) ≤ εv(x).

Proof. The statement of the Lemma is equivalent to the statement that for all ε > 0, there
exists ∆ε > 0 such that for all ∆ ≤ ∆ε, all x ∈ [0, 1], and all (P,R) ∈ EwM(∆, x),

R(1|vx)− ΠE(1|vx) ≤ ε. (C.8)

This equivalence holds because truncating and rescaling the function v(·) leads to the fol-
lowing transformations:

R(x|v)

xn
= v(x)R(1|vx),

ΠE(v(x)) = v(x)ΠE(1|vx).

To show (C.8), we combine Lemmas 23 and 24, and use that P (z|vx) = vx(z)P (1|vz·x) to get
for all x ∈ [0, 1],

R(1) ≤
ˆ 1

0

P (z|vx)dzn

=

ˆ 1

0

vx(z)P (1|vx·z)dzn

≤
ˆ 1

0

vx(z)

(ˆ 1

0

vx·z(s)ds
n−1 + ε

)
dzn

=

ˆ 1

0

(ˆ 1

0

vx(sz)dsn−1

)
dzn + ε

ˆ 1

0

vx(z)dzn

≤
ˆ 1

0

(ˆ z

0

vx(s)
dsn−1

zn−1

)
dzn + ε

= ΠE(1|vx) + ε

This allows us to complete the proof of Proposition 1.(ii).

Proof of Proposition 1.(ii). Translated into the notation of the main paper, Lemma 25 im-
plies that for a given distribution function F , for all ε̃ > 0, there exists ∆ε̃ > 0 such that for
all ∆ ≤ ∆ε̃, all v ∈ [0, 1], and all weak-Markov equilibria (p, b) ∈ EwM(∆), we have

Π∆(p, b|v) ≤ ΠE(v) + ε̃v.
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As in the proof of Lemma 27, we can show that under Assumption 3, there exits a
constant B > 0 such that ΠE(v) ≥ Bv for all v ∈ [0, 1]. If we chose ε̃ sufficiently small we
have

ε̃ ≤ Bε,

⇐⇒ ε̃v ≤ Bεv,

⇐⇒ ε̃v ≤ εΠE(v),

⇐⇒ ΠE(v) + ε̃v ≤ (1 + ε)ΠE(v).

This implies that
Π∆(p, b|v) ≤ (1 + ε)ΠE(v)

for all ∆ ≤ ∆ε := ∆ε̃ for ε̃ sufficiently small.
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D Equilibrium Approximation of the Solution to the Bind-
ing Payoff Floor Constraint

In this section we construct equilibria that approximate the solution to the binding payoff
floor constraint. We proceed in three steps. First, we show that if the binding payoff floor
constraint has a decreasing solution, then there exists a nearby solution for which the payoff
floor constraint is strictly slack. In particular, we show that for each K > 1 sufficiently small,
there exists a solution with a decreasing cutoff path to the following generalized payoff floor
constraint: ˆ vt

0

e−r(T (x)−t)Jt(x)dF
(n)
t (x) = K ΠE(vt). (D.1)

For K = 1, (D.1) reduces to the original payoff floor constraint in (5.3) (divided by Ft(vt)).
Therefore, a decreasing solution that satisfies (D.1) for K > 1 is a feasible solution to the
auxiliary problem. Moreover, the slack in the original payoff floor constraint is proportional
to ΠE(vt).

Lemma 26. Suppose n < N(F ). Then there exists Γ > 1 such that for all K ∈ [1,Γ], there
exists a feasible solution TK to the auxiliary problem that satisfies (D.1). For K ↘ 1, TK(v)
converges to T (v) for all v ∈ [0, 1], and the seller’s expected revenue converges to the value
of the auxiliary problem.

In the second step, we discretize the solution obtained in the first step so that all trades
take place at times t = 0,∆, 2∆, . . .. For givenK and ∆, we define the discrete approximation
TK,∆ of TK by delaying all trades in the time interval (k∆, (k + 1)∆] to (k + 1)∆:

TK,∆(v) := ∆ min
{
k ∈ N

∣∣ k∆ ≥ TK(v)
}
. (D.2)

In other words, we round up all trading times to the next integer multiple of ∆. Clearly, for
all v ∈ [0, 1] we have,

lim
K→1

lim
∆→0

TK,∆(v) = lim
∆→0

lim
K→1

TK,∆(v) = T (v),

and the seller’s expected revenue also converges. Therefore, if we show that the functions
TKm,∆m for some sequence (Km,∆m) describe equilibrium outcomes for a sequence of equi-
libria (pm, bm) ∈ E(∆m), we have obtained the desired approximation result.

The discretization changes the continuation revenue, but we can show that the approx-
imation loss vanishes as ∆ becomes small. In particular, if ∆ is sufficiently small, then the
approximation loss is less than half of the slack in the payoff floor constraint at the solution
TK . More precisely, we have the following lemma.

Lemma 27. Suppose n < N(F ). For each K ∈ [1,Γ], where Γ satisfies the condition of
Lemma 26, there exists ∆̄1

K > 0 such that for all ∆ < ∆̄1
K, and all t = 0,∆, 2∆, . . .,

ˆ vK,∆t

0

e−r(T
K,∆(x)−t)Jt(x)dF

(n)
t (x) ≥ K + 1

2
ΠE(vK,∆t ).
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This lemma shows that if ∆ is sufficiently small, at each point in time t = 0,∆, 2∆, . . .,
the continuation payoff of the discretized solution is at least as high as 1 + (K − 1)/2 times
the profit of the efficient auction.

In the final step, we show that the discretized solution TK,∆ can be implemented in
an equilibrium of the discrete time game. To do this, we use weak-Markov equilibria as a
threat to deter any deviation from the equilibrium path by the seller. The threat is effective
because the uniform Coase conjecture (Proposition 1.(ii)) implies that the profit of a weak-
Markov equilibrium is close to the profit of an efficient auction for any posterior along the
equilibrium path. More precisely, let Π∆(p, b|v) be the continuation profit at posterior v for
a given equilibrium (p, b) ∈ E(∆) as before.53 Then Proposition 1.(ii) implies that for all
K ∈ [1,Γ], where Γ satisfies the condition of Lemma 26, there exists ∆̄2

K > 0 such that, for
all ∆ < ∆̄2

K , there exists an equilibrium (p, b) ∈ E(∆) such that, for all v ∈ [0, 1],

Π∆(p, b|v) ≤ K + 1

2
ΠE(v). (D.3)

Now suppose we have a sequence Km ↘ 1, where Km ∈ [1,Γ] as in Lemma 26. Define
∆̄K := min

{
∆̄1
K , ∆̄

2
K

}
. We can construct a decreasing sequence ∆m ↘ 0 such that for all

m, ∆m < ∆̄Km . By Lemma 27 and (D.3), there exists a sequence of (punishment) equilibria
(p̂m, b̂m) ∈ E(∆m) such that for all m and all t = 0,∆m, 2∆m, . . .

ˆ vKm,∆mt

0

e−r(T
Km,∆m (x)−t)Jt(x)dF (n)(x) ≥ Km + 1

2
ΠE(vKm,∆m

t ) ≥ Π(p̂m, b̂m|vKm,∆m
t ).

(D.4)
The left term is the continuation profit at time t on the candidate equilibrium path given by
TKm,∆m . This is greater or equal than the second expression by Lemma 27. The term on the
right is the continuation profit at time t if we switch to the punishment equilibrium. This
continuation profit is smaller than the middle term by Proposition 1.(ii). Therefore, for each
m, (p̂m, b̂m) can be used to support TKm,∆m as an equilibrium outcome of the game indexed
by ∆m. Denote the equilibrium that supports TKm,∆m by (pm, bm) ∈ E(∆m). It is defined as
follows: On the equilibrium path, the seller posts reserve prices given by TKm,∆m and (5.5).
A buyer with type v bids at time TKm,∆m(v) as long as the seller does not deviate. By Lemma
5, this is a best response to the seller’s on-path behavior. After a deviation by the seller, she
is punished by switching to the equilibrium (p̂m, b̂m). Since the seller anticipates the switch
to (p̂m, b̂m) after a deviation, her deviation profit is bounded above by Π(p̂m, b̂m|vKm,∆m

t ).
Therefore, (D.4) implies that the seller does not have a profitable deviation. To summarize,
we have an approximation of the solution to the binding payoff floor constraint by discrete
time equilibrium outcomes.

Proposition 6. Suppose Assumption 3 is satisfied and n < N(F ). Then there exists a
decreasing sequence ∆m ↘ 0 and a sequence of equilibria (pm, bm) ∈ E(∆m) such that the
sequence of trading functions Tm implemented by (pm, bm) and the seller’s ex-ante revenue
Π∆(pm, bm) converge to the profit achieved by the solution given by (4.1) for any v+

0 .
53If the profit differs for different histories that lead to the same posterior, we could take the supremum,

but this complication does not arise with weak-Markov equilibria.
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Proof. The result follows directly from Lemmas 26 and 27.

For the case that Assumption 4 is satisfied, Proposition 6 shows that the optimal solution
to the auxiliary problem is the limit of a sequence of discrete time equilibria for ∆ → 0.
For the case that Assumption 4 is not satisfied, we did not obtain an optimal solution to
the auxiliary problem from the binding payoff floor constraint. In this case, Proposition 6
shows that a feasible solution to the auxiliary problem exists, which involves strictly positive
reserve prices and yields a higher profit than the efficient auction, and which can be obtained
as the limit of a sequence of discrete time equilibria for ∆→ 0.

D.1 Proof of Lemma 26

The key step of the approximation is to discretize the solution to the binding payoff floor
constraint. In order to do that, we first need to find a feasible solution such that the payoff
floor constraint is strictly slack. We use the change of variables y = v̇t to rewrite the ODE
obtained in Lemma 10 as

y′(v) = −r − g(v,K)y(v)− h(v,K) (y(v))2 . (D.5)

Any solution to the above ODE with K > 1 would lead to a strictly slack payoff floor
constraint. Our goal is to show that the solution to the ODE exists for any K sufficiently
close to zero and converges to the solution given by (4.1) as K ↘ 1. We will verify below
that (4.1) satisfies the boundary condition limv→0 y(v) = 0. Given this observation, we want
to show the existence of a solution yK(v) < 0 of (D.5) that satisfies the same boundary
condition. If the RHS is locally Lipschitz continuous in y for all v ≥ 0 the Picard-Lindelof
Theorem would imply existence and uniqueness and moreover, Lipschitz continuity would
imply that the yK(v) is continuous inK. Unfortunately, although the RHS is locally Lipschitz
continuous for all v > 0, its Lipschitz continuity may fail at v = 0. Therefore, for v strictly
away from 0, the standard argument applies given Lipschitz continuity, but for neighborhood
around 0, we need a different argument. In what follows, we will center our analysis on the
neighborhood of v = 0.

We start by rewriting (D.5) by changing variables again, z(v) = y(v)vm:

z′ (v) = −rvm − (g(v,K)v −m)
z(v)

v
− h(v,K)

z(v)2

vm
. (D.6)

First, we show that the operator

LK(z)(v) =

ˆ v

0

−rsm − (g(s,K)s−m)
z(s)

s
− h(s,K)

z(s)2

sm
ds. (D.7)

is a contraction mapping on a Banach space of solutions that includes (4.1). This extends
the Picard-Lindelof Theorem to our setting and thus implies existence and uniqueness. Next,
we show that the fixed point of LK converges uniformly to the fixed point of L1 as K ↘ 1.
Finally, we show that we can obtain a sequence of solutions TK that converge (pointwise) to
the solution of the binding payoff floor constraint (with K = 1) and show that the revenue
of these solutions also converges to the value of the auxiliary problem.
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Before we introduce the Banach space on which the contraction mapping is defined, we
first derive bounds for the RHS of (D.6).

Lemma 28. For any κ > −1, there exist K > 1, an integer m ≥ 0, and strictly positive real
numbers α, η, ξ such that the following holds.

(a) m < |κ|+ η,
(d) (|κ|+η−m)α+ηα2+r

m+1
∈ [0, α],

(c) |κ|+η(1+2α)−m
m+1

∈ (0, 1),

(d) κ+η(1+α)−m
m+1

,κ−η(1+α)−m
m+1


∈ (0, 1) if κ > m

∈ (−1
2
, 1

2
) if κ = m

∈ (−1, 0) if κ < m

.

(e) |h(v,K)v2| < η for any v < ξ and K ∈ [1, K],
(f) |g(v,K)v − κ| < η for any v < ξ and K ∈ [1, K],

Proof. First we choose m. If κ ≥ 1, let m = bκc; if κ ∈ (−1, 1), let m = 0. Thus 0 ≤ m ≤ |κ|
and (a) is satisfied for any η > 0. In addition, 0 ≤ |κ|−m

m+1
< 1 and 0 ≤ |κ| < m+ 1. Note that

by the choice of m, κ < m if and only if κ < 0; κ = m if and only if κ = 0, 1, ...; κ > m if
and only if κ > 0 and κ is not an integer.

Next we choose α. Consider (b) . By the choice of m, the expression in (b) is non-negative
for any η, α > 0. Given this, Part (b) is equivalent to

ηα2 − (2m+ 1− |κ| − η)α + r ≤ 0.

Hence,
(2m+1−|κ|−η)−[(2m+1−|κ|−η)2−4rη]

1
2

2η
≤ α ≤ (2m+1−|κ|−η)+[(2m+1−|κ|−η)2−4rη]

1
2

2η
. Since 2m +

1 − |κ| > 0, as η → 0, the upper bound of α goes to +∞ while the lower bound converge
to r

2m+1−|κ| by L’Hospital rule. We choose α = 2r
2m+1−|κ| . Then there exists η0 > 0 such that

Part (b) holds for any η ∈ (0, η0) .

For m,α,and η0 chosen above, since 0 ≤ |κ|−m
m+1

< 1, there exists η1 ∈ (0, η0) such that
Part (c) holds for any η ∈ (0, η1).

For Part (d), consider the limit

lim
η→0

κ± η(1 + α)−m
m+ 1

=
κ−m
m+ 1


∈ (0, 1) if κ > m

= 0 if κ = m

∈ (−1, 0) if κ < m

By continuity in both cases there exists η ∈ (0, η1) such that Part (f) holds.
Finally, given η chosen for Part (f) , it follows from Lemma 12 that we choose ξ and

K jointly such that (e) and (f) hold. The proof of Lemma 12 shows that ξ can be chosen
independently of K if K < K.

Note that (K,m, α, η, ξ) in Lemma 28 only depend on the number of bidders n and the
distribution function F . Since Lemma 26 is a statement for a fixed distribution and fixed
n, we treat (K,m, α, η, ξ) as fixed constants for the rest of this section. In the following,
we slightly abuse notation by using n as an index for sequences. The number of bidders
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does not show up in the notation in the remainder of this section except in the final proof
of Lemma 26.

We define a space of real-valued functions

Z0 =

{
z : [0, ξ]→ R

∣∣∣∣ sup
v
| z(v)

vm+1
| ∈ R

}
,

and equip it with the norm

||z||m = sup
v

∣∣∣∣ z(v)

vm+1

∣∣∣∣ .
Define a subset of Z0 by

Z = {z : [0, ξ]→ R | ||z||m ≤ α} .

Note that these definitions are independent of K < K.

Lemma 29. Z0 is a Banach space with norm || · ||m and Z is a complete subset of Z0.

Proof. For any γ1, γ2 ∈ R and z1, z2 ∈ Z0 and v ∈ [0, ξ], we have∣∣∣∣γ1z1(v) + γ2z2(v)

vm+1

∣∣∣∣ ≤ |γ1|
∣∣∣∣z1(v)

vm+1

∣∣∣∣+ |γ2|
∣∣∣∣z2(v)

vm+1

∣∣∣∣
≤ |γ1|||z1||m + |γ2|||z2||m
< ∞.

Therefore Z0 is a linear space. It’s straight forward to see that || · ||m is a norm on Z0. We
now show Z0 is complete. Consider a Cauchy sequence {zn} ⊂ Z0: for any ε > 0, there
exists Nε such that ||zn′ − zn||m < ε for any n′, n ≥ Nε.

First, notice that for any n > 0, ||zn||m ≤ β := maxn′≤Nε {||zn′||m} + ε < ∞. Next
we claim that zn converges pointwise. To see this, note that supv |

zn′ (v)−zn(v)

vm+1 | < ε implies
that | zn′ (v)−zn(v)

vm+1 | = | zn′ (v)

vm+1 − zn(v)
vm+1 | < ε for any v. Since | zn(v)

vm+1 | ≤ β, completeness of real interval
with the regular norm implies that there exists x (·) such that zn(v)

vm+1 → x(v) pointwise and
|x(v)| ≤ β. Now define z(v) = x(v)vm+1. It’s straightforward that zn(v)→ z(v) pointwise.

Finally, we show that zn converges under || · ||m. To see this notice that ||zn − z|| =

supv |
zn(v)
vm+1 − x(v)| ≤ ε for any n > Nε. In addition, since |x(v)| ≤ β, ||z||m ≤ β. This proves

that Z is complete. The same argument shows that Z is complete, by replacing the bound
β by α.

To study the ODE (D.6) for each K ∈ [1, K],we define an operator LK on Z as in (D.7).

Lemma 30. The operator LK is a contraction mapping on Z with a common contraction
parameter ρ < 1 for all K ∈ [1, K].

Proof. First we show that LKZ ∈ Z. For any z ∈ Z and v ∈ [0, ξ],

|LK(z)(v)| =
∣∣∣∣ˆ v

0

−rsm − (g(s,K)s−m)
z(s)

s
− h(s,K)s2 z(s)2

sm+2
ds

∣∣∣∣
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≤rv
m+1

m+ 1
+

∣∣∣∣ˆ v

0

(g(s,K)s−m)
z(s)

s
ds

∣∣∣∣+ η (||z||m)2

ˆ v

0

s2m+2−m−2ds

≤rv
m+1

m+ 1
+ sup

s∈[0,ξ]

|g(s,K)s−m| ||z||m
ˆ v

0

sm+1

s
ds+ ηα2 v

m+1

m+ 1

≤rv
m+1

m+ 1
+ (|κ|+ η −m)α

vm+1

m+ 1
+ ηα2 v

m+1

m+ 1

=
(|κ|+ η −m)α + ηα2 + r

m+ 1
vm+1

≤αvm+1.

The first inequality follows from the triangle inequality of real numbers, Part (e) of Lemma
28 and |z(s)| ≤ ||z||sm+1. The second inequality follows from |z(s)| ≤ ||z||sm+1 and ||z|| ≤ α.
The third inequality follows from Lemma 28: for any s ∈ [0, ξ] and K ∈ [1, K]:

|g(s,K)s−m| ≤ |g(s,K)s− κ|+ |κ−m|

≤

{
η + κ−m if κ ≥ 1

η + |κ| if κ ∈ (−1, 1)

= |κ|+ η −m.

We now show LK : Z → Z is a contraction mapping. For any z1, z2 ∈ Z and v ∈ [0, ξ],

|LK(z1)(v)− LK(z2)(v)| =
∣∣∣∣ˆ v

0

−(g(s,K)s−m)
z1(s)− z2(s)

s
− h(s,K)s2 z1(s)2 − z2(s)2

sm+2
ds

∣∣∣∣
≤
ˆ v

0

sup
s∈[0,ξ]

|g(s,K)s−m| |z1(s)− z2(s)|
s

+ sup
s∈[0,ξ]

|h(s,K)s2| |z1(s) + z2(s)||z1(s)− z2(s)|
sm+2

ds

≤(|κ|+ η −m)

ˆ v

0

||z1 − z2||m
sm+1

s
ds

+

ˆ v

0

η(||z1||m + ||z2||m)||z1 − z2||m
s2m+2

sm+2
ds

≤(|κ|+ η −m)
vm+1

m+ 1
||z1 − z2||m + η2α

vm+1

m+ 1
||z1 − z2||m

=vm+1 |κ|+ η −m+ η2α

m+ 1
||z1 − z2||m

The first inequality follows from the triangle inequality for real numbers. The second inequal-
ity follows from sup |g(s,K)s−m| < |κ|+η−m which was shown above, |z1(s)−z2(s)| ≤ ||z1−
z2||msm+1, sup |h(s,K)s2| < η, and |z1(s)+z2(s)| ≤ |z1(s)|+ |z2(s)| ≤ (||z1||m+ ||z2||m)sm+1.
The third inequality follows from ||z||m ≤ α.

It follows immediately that ||LK(z1) − LK(z2)||m ≤ |κ|+η−m+η2α
m+1

||z1 − z2||m. By Part (c)

of Lemma 28, ρ := |κ|+η−m+η2α
m+1

∈ (0, 1) , which is independent of K ∈ K. Hence LK is

D-6



contraction mapping on Z, with a common contraction parameter for all K ∈ [1, K].

Since LK : Z → Z is a contraction mapping, the Banach fixed point theorem implies
that there exists a unique fixed point of LK in Z. For any K ∈

[
1, K

]
, we denote the

fixed point by zK , i.e., zK = LK(zK) ∈ Z. By the Banach fixed point theorem we have
zK = limn→∞ L

n
K(0).

Lemma 31. The fixed point of LK on Z, and hence the solution to the ODE (D.6) must be
strictly negative for v > 0.

Proof. Let ρ1 = κ+η−m+ηα
m+1

, ρ2 = κ−η−m−ηα
m+1

. We claim that there exists M1,M2 such that

M1 ≤
LnK(0) (v)

vm+1
≤M2 < 0 (D.8)

for any n ≥ 1.
For any n > 1,

LnK(0)(v) = − r

m+ 1
vm+1 −

ˆ v

0

(g(s,K)s−m)
Ln−1
K (0) (s)

s
+ h(s,K)s2

(
Ln−1
K (0) (s)

)2

sm+2
ds

= − r

m+ 1
vm+1 +

ˆ v

0

(
(g(s,K)s−m)

1

s
+ h(s,K)s2L

n−1
K (0) (s)

sm+2

)(
−Ln−1

K (0) (s)
)
ds

(D.9)

We prove separate the three cases κ > m, κ = m, κ < m (which is equivalent to κ < 0)
separately.

Case 1: κ > m. In this case, ρ1, ρ2 > 0 by Lemma 28. Let M1 = − r
m+1

and M2 =

− r
m+1

(1 − ρ1). By part (d) of Lemma 28: M1 ≤ −r
m+1

≤ M2 < 0. Therefore we have
L1
K(0) (v) = − r

m+1
vm+1 satisfying (D.8). We prove the desired result by induction. For

n > 1, consider (D.9):

LnK(0)(v) ≤ − r

m+ 1
vm+1 +

ˆ v

0

(
κ−m+ η

s
+
ηαsm+1

sm+2

)(
−Ln−1

K (0)
)
ds

≤ − r

m+ 1
vm+1 + (κ−m+ η(1 + α))

ˆ v

0

(
−M1

sm+1

s

)
ds

=

(
− r

m+ 1
− ρ1M1

)
vm+1

= M2v
m+1

The first inequality follows from −Ln−1
K (0) > 0 and replacing the the coefficient of −Ln−1

K (0)
by its upper bound. The second inequality follows from κ−m+ η(1 + α) > 0 and replacing
−Ln−1

K (0) with its upper bound −M1s
m+1 (by the induction hypothesis). In addition,

LnK(0)(v) ≥ − r

m+ 1
vm+1 +

ˆ v

0

(
κ−m− η

s
− ηαsm+1

sm+2

)(
−Ln−1

K (0) (s)
)
ds
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≥ − r

m+ 1
vm+1 + (κ−m− η(1 + α))

ˆ v

0

(
−M2

sm+1

s

)
ds

=

(
− r

m+ 1
− ρ2M2

)
vm+1

≥M1v
m+1

The first inequality follows from−Ln−1
K (0) (s) > 0 and replacing the coefficient of

(
−Ln−1

K (0) (s)
)

by its lower bound. The second inequality follows from κ−m− η(1 + α) > 0 and replacing
−Ln−1

K (0) with its upper bound −M2s
m+1 (by the induction hypothesis). The last inequality

follows from −ρ2M2 > 0 and the choice of M1.
Case 2: κ < m. In this case, ρ1, ρ2 ∈ (−1, 0) by part (d) of Lemma 28. Let M1 =

− r
m+1

1
1+ρ2

and M2 = − r
m+1

. ρ2 < 0 implies M1 ≤ − r
m+1

≤ M2 < 0. Therefore we have
L1
K(0) (v) = − r

m+1
vm+1 satisfying (D.8). For n > 1, consider (D.9) :

LnK(0)(v) ≤ − r

m+ 1
vm+1 + (κ−m+ η(1 + α))

ˆ v

0

(
−M2

sm+1

s

)
ds

=

(
− r

m+ 1
− ρ1M2

)
vm+1

≤ − r

m+ 1
vm+1

= M2v
m+1

The first inequality follows from a similar derivation as in the case κ > m. However here
κ − m + η(1 + α) < 0, therefore −Ln−1

K (0) is replaced by its lower bound −M2s
m+1. The

second inequality follows because ρ1M2 > 0. In addition,

LnK(0)(v) ≥ − r

m+ 1
vm+1 + (κ−m− η(1 + α))

ˆ v

0

(
−M1

sm+1

s

)
ds

=

(
− r

m+ 1
− ρ2M1

)
vm+1

= M1v
m+1.

Case 3: κ = m. Then ρ1 = −ρ2 = η(1+α)
m+1

∈ (−1/2, 1/2) by part (d) of Lemma 28. Let
M1 = − r

m+1
1

1−ρ1
and M2 = − r

m+1
1−2ρ1

1−ρ1
. Since m ≥ 0 we have ρ1 ∈ (0, 1/2). This implies

M1 ≤ − r
m+1

≤ M2 < 0. Therefore we have L1
K(0) (v) = − r

m+1
vm+1 satisfying (D.8). For

n > 1, consider (D.9) :

LnK(0)(v) ≤ − r

m+ 1
vm+1 + η(1 + α)

ˆ v

0

(
−M1

sm+1

s

)
ds

=

(
− r

m+ 1
− η(1 + α)

m+ 1
M1

)
vm+1

= M2v
m+1
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To obtain the first inequality, we replace −Ln−1
K (0) by its upper bound −M1s

m+1 since
η(1 + α) > 0. In addition,

LnK(0)(v) ≥ − r

m+ 1
vm+1 − η(1 + α)

ˆ v

0

(
−M1

sm+1

s

)
ds

=

(
− r

m+ 1
+
η(1 + α)

m+ 1
M1

)
vm+1

= M1v
m+1

To obtain the first inequality, we replace −Ln−1
K (0) (v) by its upper bound −M2s

m+1 since
−η(1 + α) < 0.

Lemma 32. supv∈[0,ξ]

∣∣∣ zK(v)
vm
− z1(v)

vm

∣∣∣→ 0 as K → 1.

Proof. First note that for any ε > 0, it follows from Lemma 12 that g(v,K)v and h(v,K)v2

are bounded over v ∈ [0, ξ] and K ∈ [1, K]. Hence there exists Γ ∈
(
1, K

)
such that

sup
v∈[0,ξ],K∈[1,Γ]

|g(v,K)v − g(v, 1)v| < ε,

sup
v∈[0,ξ],K∈[1,Γ]

|h(v,K)v2 − h(v, 1)v2| < ε.

Since supv∈[0,ξ]

∣∣∣ zK(v)
vm
− z1(v)

vm

∣∣∣ ≤ supv ||zK − z1||mvm+1

vm
≤ ξ||zK − z1||m, it’s sufficient to show

that limK→1 ||zK − z1||m = 0. The proof follows from Lee and Liu (2013, Lemma 13(b)). Let
ρ = |κ|+η−m+η2α

m+1
< 1 be the contraction parameter, which is independent of K. For all z ∈ Z

and K ∈ [1,Γ],

|LK(z)(v)− L1(z)(v)| =
∣∣∣∣ˆ v

0

(g(s,K)s− g(s, 1)s)
z(s)

s
+ (h(s,K)s2 − h(s, 1)s2)

z(s)2

sm+2
ds

∣∣∣∣
≤ε
ˆ v

0

z(s)

s
ds+ ε

ˆ v

0

z(s)2

sm+2
ds

≤ε
(
||z||m

vm+1

m+ 1
+ ||z||2m

vm+1

m+ 1

)
≤εα + α2

m+ 1
vm+1

Therefore, ||LK(z)− L1(z)||m ≤ εα+α2

m+1
.

For any n > 1,

||LnK(z)− Ln1 (z)||m =||LK
(
Ln−1
K (z)

)
− L1

(
Ln−1
K (z)

)
+ L1

(
Ln−1
K (z)

)
− L1

(
Ln−1

1 (z)
)
||m

≤||LK
(
Ln−1
K (z)

)
− L1

(
Ln−1
K (z)

)
||+ ||L1

(
Ln−1
K (z)

)
− L1

(
Ln−1

1 (z)
)
||m

≤εα + α2

m+ 1
+ ρ||Ln−1

K (z)− Ln−1
1 (z)||m
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≤εα + α2

m+ 1

n−1∑
k=0

ρk

≤εα + α2

m+ 1

1

1− ρ

Given zK = limn→∞ L
n
K(0), there exists Nε s.t. ∀n ≥ Nε, ||zK − LnK(0)|| ≤ ε:

||zK − z1||m ≤ ||zK − LnK(0)||m + ||z1 − Ln1 (0)||m + ||LnK(0)− Ln1 (0)||m

≤ 2ε+ ε
α + α2

m+ 1

1

1− ρ

=

(
2 +

α + α2

m+ 1

1

1− ρ

)
ε

Therefore limK→1 ||zK − z1||m = 0.

Given definition z(v) = y(v)vm, let yK(v) = zK(v)
vm

, where zK is the fixed point of LK .
It follows from the previous two lemmas that yK(v) is negative and limK→1 ||yK − y1|| = 0
under standard sup norm. Now we have all the ingredients necessary to prove Lemma 26.

Proof of Lemma 26. The uniform convergence of yK implies that the cutoff sequence vKt
given by v (t) = v (0) +

´ t
0
yK (v (s)) ds converges pointwise to the cutoff sequence vt = v1

t

associated with the trading time function T (v) = T 1 (v). Since vt is continuous and strictly
decreasing (by Lemma 11), this implies that the trading time function

TK (v) = sup
{
t : vKt ≥ v

}
converges pointwise to T (v). To see this, note that sup {t : vt ≥ v} = sup {t : vt > v}, since
vt is continuous and strictly decreasing. Now, for all t such that vt > v, there exists Kt such
that vKt > v for all K < Kt. Hence,

lim
K↘1

sup
{
t : vKt ≥ v

}
≥ sup {t : vt > v} .

Similarly, for all t such that vt < v, there exists Kt such that vKt < v for K < Kt. Hence,

lim
K↘1

sup
{
t : vKt ≥ v

}
≤ sup {t : vt ≥ v} .

Therefore, for all v, we have

lim
K↘1

sup
{
t : vKt ≥ v

}
= sup {t : vt ≥ v} ,

or equivalently,
lim
K↘1

TK(v) = T (v).

It remains to show that the seller’s ex ante revenue converges. Notice that the sequence
e−rT

K(v) is uniformly bounded by 1. Therefore, the dominated convergence theorem implies

D-10



that

lim
K↘1

ˆ 1

0

e−rT
K(x)J(x)dF (n)(x) =

ˆ 1

0

e−rT (x)J(x)dF (n)(x).

D.2 Proof of Lemma 27

Proof. For t ∈ {0,∆, 2∆, . . .}, define

ṽK,∆t = inf
{
v
∣∣∣J(v|v ≤ vK,∆t ) ≥ 0

}
.

Consider the LHS of the payoff floor constraint at t = k∆, k ∈ N0. Notice that, for k > 0,
the new posterior at this point in time is equal to the old posterior at ((k−1)∆)+. Therefore,
we can approximate the LHS of the payoff floor at t = k∆ as:

ˆ vK,∆k∆

0

e−r (TK,∆(v)−k∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

=

ˆ vK,∆k∆

0

e−r (TK(v)−(k−1)∆)e−r (TK,∆(v)−TK(v)−∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

=

ˆ vK,∆k∆

ṽK,∆k∆

e−r (TK(v)−(k−1)∆)e−r (TK,∆(v)−TK(v)−∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

+

ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)e−r (TK,∆(v)−TK(v)−∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

≥
ˆ vK,∆k∆

ṽK,∆k∆

e−r (TK(v)−(k−1)∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

+

ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)er∆J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

≥
ˆ vK,∆k∆

ṽK,∆k∆

e−r (TK(v)−(k−1)∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

+

ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

−
ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)
(
1− er∆

)
J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

=

ˆ vK,∆k∆

0

e−r (TK(v)−(k−1)∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

−
ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)
(
1− er∆

)
J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv.
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The first term in the last expression is equal to the LHS of the payoff floor constraints at
((k − 1)∆)+ for the original solution vK . Hence it is equal to KΠE(vK,∆k∆ ). Therefore, we
have

ˆ vK,∆k∆

0

e−r (TK,∆(v)−k∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

=KΠE(vK,∆k∆ ) +
(
er∆ − 1

) ˆ ṽK,∆k∆

0

e−r (TK(v)−(k−1)∆)J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

≥KΠE(vK,∆k∆ ) +
(
er∆ − 1

) ˆ ṽK,∆k∆

0

J(v|v ≤ vK,∆k∆ ) f (n)(v|v ≤ vK,∆k∆ )dv

=KΠE(vK,∆k∆ )−
(
er∆ − 1

) [
ΠM(vK,∆k∆ )− ΠE(vK,∆k∆ )

]
=KΠE(vK,∆k∆ )−

(
er∆ − 1

) [ΠM(vK,∆k∆ )

ΠE(vK,∆k∆ )
− 1

]
ΠE(vK,∆k∆ ).

Next we show that ΠM (vK,∆k∆ )

ΠE(vK,∆k∆ )
− 1 is uniformly bounded. Recall that by Assumption 4,

there exist 0 < M ≤ 1 ≤ L <∞ and α > 0 such that Mvα ≤ F (v) ≤ Lvα for all v ∈ [0, 1].
This implies that the rescaled truncated distribution

F̃x(v) :=
F (vx)

F (x)
,

for all v ∈ [0, 1] is dominated by a function that is independent of x:

F̃x(v) ≤ Lvαxα

Mxα
=

L

M
vα.

Next, we observe that the revenue of the efficient auction can be written in terms of the
rescaled expected value of the second-highest order statistic of the rescaled distribution:

ΠE(v) =

ˆ 1

0

vsF̃ (n−1:n)
v (s)ds.

If we define F̂ (v) := min
{

1, L
M
vα
}
and B :=

´ 1

0
sF̂ (n−1:n)(s)ds, then given F̃x(v) ≤ L

M
vα we

can apply Theorem 4.4.1 in David and Nagaraja (2003) to obtain ΠE(v) ≥ Bv > 0. Since
ΠM(v) ≤ v, we have

ΠM(vK,∆k∆ )

ΠE(vK,∆k∆ )
− 1 ≤ 1

B
− 1.

Therefore, LHS of the payoff floor at t = k∆ is bounded below by[
K −

(
er∆ − 1

)( 1

B
− 1

)]
ΠE(vK,∆k∆ ).

Clearly, for ∆ sufficiently small, the term in the square bracket is greater than or equal to
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(K + 1)/2.
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E Asymmetric Equilibria
In this Appendix, we consider the buyers’ response to a deterministic price path (pt)t∈R+

in continuous time. The analysis is independent of whether the price path is sequentially
rational or exogenously given. The skimming property holds irrespective of whether buyers
use symmetric or asymmetric strategies. Therefore, the behavior of each buyer can be
described by a trading time function Ti or a corresponding sequence of cutoffs (vi,t)t∈R+

in
continuous time, where i = 1, . . . , n. The discounted winning probability for type vi of buyer
i is given by

Qi (vi) =

(∏
j 6=i

F
(

max
{

min
{
vi, vj,Ti(vi)

}
, v+
j,Ti(vi)

}))
e−rTi(vi).

The product in parentheses is the probability that “i wins against j” for all j 6= i—that is,
none of the other buyers bids before i, and if i and j bid at the same time, i has the higher
valuation. There are three relevant cases. Let Ti(vi) = t and consider a competitor j 6= i.
First, if vi > vj,t, i wins against j with probability F (vj,t). Second, if vj,t ≥ vi > v+

j,t, i wins
against j with probability F (vi). Combining these two cases we have that, assuming vi > v+

j,t,
i wins against j with probability F

(
min

{
vi, vj,Ti(vi)

})
. Finally, suppose vj,t ≥ v+

j,t ≥ vi. In
this case, i wins against j with probability F (v+

j,t). Combining all cases, we have that i wins

against j with probability F
(

max
{

min
{
vi, vj,Ti(vi)

}
, v+
j,Ti(vi)

})
.

Imposing the buyers’ incentive compatibility constraints via the envelope formula yields

U i (vi) =

ˆ vi

0

Qi (z) dz =

ˆ vi

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
e−rTi(z)dz.

The utility of buyer i can also be written as follows, where again we abbreviate Ti(vi) = t :

U i (vi) = e−rt

[ (∏
j 6=i F

(
v+
j,t

))
(vi − pt) +´

s−i∈(×j 6=i[0,max{min{vi,vj,t},v+
j,t}]) \ (×j 6=i[0,v+

j,t])
(vi −maxj 6=i sj)

∏
j 6=i f(sj)dsj

]
.

The first term captures the event where all other buyers bid after time t. The second term
captures the event where none of the other buyers bid before t and at least one of them bids
at time t (with a bid below vi).

Obviously, the two expressions for U i (vi) must be equal. Let us consider this equality
for a type vi of buyer i such that t = Ti(vi).

ˆ vi

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
e−rTi(z)dz,

= e−rt

[ (∏
j 6=i F

(
v+
j,t

))
(vi − pt) +´

s−i∈(×j 6=i[0,max{min{vi,vj,t},v+
j,t}]) \ (×j 6=i[0,v+

j,t])
(vi −maxj 6=i sj)

∏
j 6=i f(sj)dsj

]
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Solving for pt yields:

pi,t =

 vi − ert
´ vi

0

∏
j 6=i

F
(

max
{

min{z,vj,Ti(z)},v+
j,Ti(z)

})
F(v+

j,t)
e−rTi(z)dz

+
´
s−i∈(×j 6=i[0,max{min{vi,vj,t},v+

j,t}]) \ (×j 6=i[0,v+
j,t])

(vi −maxj 6=i sj)
∏

j 6=i
f(sj)

F(v+
j,t)
dsj


(E.1)

Note that we obtain an expression for the price at time t for each buyer i. Since the seller
can only choose a single reserve price at each point in time, the condition that pi,t = pj,t for
all i, j ∈ I, and all t ≥ 0, imposes a restriction on the feasible allocations rules.

With this in mind, we consider the case in which all cutoff sequences are strictly decreas-
ing. We first show that in this case, the price path pt must be right-continuous.

Lemma 33. Let (vi,t)t, i = 1, . . . n, and (pt)t jointly satisfy the envelope formula and suppose
vi,t is strictly decreasing in t for all i ∈ I. Then the price path is continuous from the right
at all t.

Proof. We must have pi,t = pj,t for all t, and i, j. To show right-continuity at t, we consider a
buyer i ∈ I for who v+

i,t ≤ minj∈I v
+
j,t. Since vi,t is strictly decreasing in t, we have Ti

(
v+
i,t

)
= t.

Therefore, we may insert v+
i,t into Equation (E.1), and obtain

pi,t = v+
i,t − ert

ˆ v+
i,t

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t

) e−rTi(z)dz.

We have used that the domain of the second integral in Equation (E.1) is the empty set if
vi = v+

i,t and v
+
i,t ≤ minj∈I v

+
j,t. Since vi,t is strictly decreasing in t for all t, we have for ε > 0 :

pi,t+ε = v+
i,t+ε − er(t+ε)

ˆ v+
i,t+ε

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t+ε

) e−rTi(z)dz,

+

ˆ
s−i∈(×j 6=i[0,max{min{v+

i,t+ε,vj,t+ε},v+
j,t+ε}]) \ (×j 6=i[0,v+

j,t+ε])

(
v+
i,t+ε −max

j 6=i
sjsj

)∏
j 6=i

f(sj)

F
(
v+
j,t+ε

)dsj
Taking the limit ε→ 0, we get

lim
ε→0

pi,t+ε = v+
i,t − ert

ˆ v+
i,t

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t

) e−rTi(z)dz = pi,t.

The next Lemma shows that if there is an atom of trade at time t—that is, v+
j,t < vj,t for

some buyer, then the marginal types of all other buyers must be less than or equal v+
j,t.

Lemma 34. Let (vi,t)t, i = 1, . . . n, and (pt)t jointly satisfy the envelope formula and suppose
vi,t is strictly decreasing in t for all i ∈ I. Then v+

i,t ≤ v+
j,t for all t ≥ 0, i ∈ I and all j ∈ I

such that v+
j,t < vj,t.
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Proof. Suppose by contradiction that there exist i, k ∈ I such that v+
i,t, vk,t > v+

k,t. This
implies

pi,t = v+
i,t − ert

ˆ v+
i,t

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t

) e−rTi(z)dz,

+

ˆ
s−i∈(×j 6=i[0,max{min{v+

i,t,vj,t},v+
j,t}]) \ (×j 6=i[0,v+

j,t])

(
v+
i,t −max sj

)∏
j 6=i

f(sj)

F
(
v+
j,t

)dsj
Note that min

{
v+
i,t, vk,t

}
> v+

k,t, and therefore the domain if integration in the second integral
is non-empty.

Since vi,t is strictly decreasing in t for all t, we have for ε > 0:

pi,t+ε = v+
i,t+ε − e

rTi(v+
i,t+ε)

ˆ v+
i,t+ε

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t+ε

) e−rTi(z)dz,

+

ˆ
s−i∈(×j 6=i[0,max{min{v+

i,t+ε,vj,t+ε},v+
j,t+ε}]) \ (×j 6=i[0,v+

j,t+ε])

(
v+
i,t+ε −max sj

)∏
j 6=i

f(sj)

F
(
v+
j,t+ε

)dsj.
Note that for all j 6= i:

lim
ε→0

max
{

min
{
v+
i,t+ε, vj,t+ε

}
, v+
j,t+ε

}
= max

{
min

{
v+
i,t, v

+
j,t

}
, v+
j,t

}
= v+

j,t

and hence

lim
ε→0

pi,t+ε = v+
i,t − ert

ˆ v+
i,t

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t

) e−rTi(z)dz 6= pi,t

which contradicts right-continuity of pt at t.

Note in particular that this lemma implies that for all i, j ∈ I, v+
i,0 = v+

j,0. With continuous
trading by all buyers, asymmetries can only arise strictly after the initial auction. The next
lemma rules out that the cutoffs of two buyers coincide (or cross) at two points t < s, where
s may be infinity, and differ in the interval between t and s.

Lemma 35. Let (vi,t)t, i = 1, . . . n, and (pt)t jointly satisfy the envelope formula and suppose
vi,t is strictly decreasing in t for all i ∈ I. Suppose there exist t < s, i, k such that T−1

i (t) ∩
T−1
k (t) 6= ∅, T−1

i (s) ∩ T−1
k (s) 6= ∅ and vi,τ ≥ vk,τ for all τ ∈ (t, s). Then vi,τ = vk,τ

for all τ ∈ (t, s). The result extends to s = ∞ where we can drop the requirement that
T−1
i (s) ∩ T−1

k (s) 6= ∅.

Proof. Suppose by contradiction that for a positive measure of τ ∈ (t, s), we have vi,τ > vk,τ .
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By the previous lemma, we have v+
i,t = v+

k,t. Therefore, the price at t can be written as:

pt = v+
i,t − ert

ˆ v+
i,t

0

∏
j 6=i

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
F
(
v+
j,t

) e−rTi(z)dz,

+

ˆ
s−i∈(×j 6=i[0,max{min{v+

i,t,vj,t},v+
j,t}]) \ (×j 6=i[0,v+

j,t])

(
v+
i,t −max sj

)∏
j 6=i

f(sj)

F
(
v+
j,t

)dsj
= v+

k,t − e
rt

ˆ v+
k,t

0

∏
j 6=k

F
(

max
{

min
{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
F
(
v+
j,t

) e−rTk(z)dz,

+

ˆ
s−k∈(×j 6=k[0,max{min{v+

k,t,vj,t},v+
j,t}]) \ (×j 6=k[0,v+

j,t])

(
v+
k,t −max sj

)∏
j 6=k

f(sj)

F
(
v+
j,t

)dsj
Notice that in each expression, the second integral is the same. Hence we get

´ v+
i,t

0

∏
j 6=i F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
e−rTi(z)

−
∏

j 6=k F
(

max
{

min
{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
e−rTk(z)dz

 = 0.

For s we get the same expression:
´ v+

i,s

0

∏
j 6=i F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
e−rTi(z)

−
∏

j 6=k F
(

max
{

min
{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
e−rTk(z)dz

 = 0.

Subtracting the second from the first, we have,
´ v+

i,t

v+
i,s

∏
j 6=i F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
e−rTi(z)

−
∏

j 6=k F
(

max
{

min
{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
e−rTk(z)dz

 = 0,

which can be rewritten as
´ v+

i,t

v+
i,s

F
(

max
{

min
{
z, vk,Ti(z)

}
, v+
k,Ti(z)

})
e−rTi(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
−F

(
max

{
min

{
z, vi,Tk(z)

}
, v+
i,Tk(z)

})
e−rTk(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
dz

 = 0.

We have vi,τ ≥ vk,τ for all τ ∈ (t, s), and for all z ∈ (v+
i,s, v

+
i,t): Ti(z) ≥ Tk(z), with

strict inequality for a positive measure of types. By definition v+
k,Tk(z) ≤ z and hence

v+
k,Ti(z)

≤ vk,Ti(z) ≤ z. This implies max
{

min
{
z, vk,Ti(z)

}
, v+
k,Ti(z)

}
= vk,Ti(z). Also by

definition, we have z ≤ vi,Ti(z) and hence z ≤ vi,Ti(z) ≤ v+
i,Tk(z) ≤ vi,Tk(z). This implies
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max
{

min
{
z, vi,Tk(z)

}
, v+
i,Tk(z)

}
= v+

i,Tk(z).
´ v+

i,t

v+
i,s

F
(
vk,Ti(z)

)
e−rTi(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
−F

(
v+
i,Tk(z)

)
e−rTk(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
dz

 = 0.

For all j 6= i, k, vj,Ti(z) ≤ vj,Tk(z) and v+
j,Ti(z)

≤ v+
j,Tk(z). Hence∏

j 6=i,k

F
(

max
{

min
{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
≤
∏
j 6=i,k

F
(

max
{

min
{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
Moreover, vk,Ti(z) ≤ v+

i,Tk(z), and e−rTi(z) ≤ e−rTk(z), with strict inequality for a positive
measure of types. Hence:

´ v+
i,t

v+
i,s

F
(
vk,Ti(z)

)
e−rTi(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Ti(z)

}
, v+
j,Ti(z)

})
−F

(
v+
i,Tk(z)

)
e−rTk(z) ×

∏
j 6=i,k F

(
max

{
min

{
z, vj,Tk(z)

}
, v+
j,Tk(z)

})
dz

 < 0,

which is a contradiction.

In summary, theses Lemmas prove the following proposition:

Proposition 7. Let (vi,t)t, i = 1, . . . n, and (pt)t jointly satisfy the envelope formula and
suppose vi,t is strictly decreasing in t for all i ∈ I. Then vi,t = vj,t for all t ≥ 0, and all
i, j ∈ I.

E-5



F More General Mechanisms
We focus on a class of bidding mechanisms which are symmetric and accept one-dimensional
bids. We can thus denote the message space by M = {∅} ∪ [b0,∞), where ∅ indicates non-
participation and b0 is the minimal bid. We further impose three additional restrictions on
the feasible mechanisms.

First, the mechanism always chooses the bidder with the highest valid bid as the winner
(ties are resolved randomly). Hence, the allocation rule of the mechanism is given by

qi(bi, b−i) = q(bi, b−i) =

{
1

#{k:bk=maxj bj} if bi ≥ max {b0,maxj 6=i b
j}

0 otherwise (including bi = ∅)
.

Second, we restrict attention to the class of winner-pay-only mechanisms where all bidders
other than the winner do not make or receive any payments. More precisely, we allow
for any mechanism that belongs to one of the following two sub-classes. The first sub-
class, the winner’s payment does not depend on his own bid if he is the only bidder who
places a valid bid, that is, the payment rule satisfies the following property (where we write
pi(bi, b−i) = p(bi, b−i) by the symmetry assumption):

p(bi, ∅, . . . , ∅) = p(b̃i, ∅, . . . , ∅) ∀bi = b̃i.

Clearly, second-price auctions with arbitrary reserve price b0 belong to this sub-class, but
it also includes more exotic formats like third-price auctions. In the second sub-class, the
winner’s payment is strictly increasing in his own bid if he is the only bidder who places
a valid bid. This subclass includes first-price auctions with arbitrary reserve price b0, and
also mechanisms in which the winner’s payment may depend on his own bid as well as bids
placed by other bidders.

Finally, we assume that, regardless of the continuation payoff that bidders can get from
abstaining in the current period, each mechanism has a unique symmetric equilibrium, which
has the following properties: There exists a cutoff valuation such that all buyers with valua-
tions below a cutoff do not place a valid bid, and all buyers with valuations above the cutoff
submit valid bids that are strictly increasing in their valuations. This restriction, together
with the first one, implies that the mechanism allocates efficiently if the object is allocated:
the winner is always the bidder with the highest valuation.

Let M be the set of all mechanisms (M, q, p) that satisfy the above three restrictions.
Let M ⊂ M be a subset that contains second-price auctions with arbitrary reserve prices
b0 ∈ [0, 1]. We consider the dynamic game ΓM in which the seller can randomize over
mechanisms mt ∈M at all non-terminal histories ht. Let ΓSPA denote the game considered
in the main text where the seller is restricted to use second price auctions.

We use Π∗M to denote the maximal profit the seller can achieve in the game ΓM in the
continuous time limit, and use Π∗ as defined in the main text. The purpose of this appendix
is to show that Π∗M = Π∗, for all choices ofM. This implies that the restriction to second-
price auctions is without loss of generality, because our results would remain valid even if we
allowed the seller to choose among mechanisms inM.

To see this, consider a symmetric perfect Bayesian equilibrium of ΓM. First, we note
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that, given our restrictions on M, the object must be allocated to the buyer with the
highest valuation. This implies that the equilibrium outcome is given by a non-increasing
cutoff path. We use Lemma 5 to obtain a sequence of reserve prices that the seller can
use to implement the same allocation with a sequence of second-price auctions. The payoff
equivalence theorem then implies that we can replicate the seller’s equilibrium profit and the
buyers’ equilibrium utilities in the equilibrium of ΓM by using only second price auctions.
Therefore, on the equilibrium path, it is sufficient to consider equilibria in which the seller
only uses second-price auctions.

Next, we observe that the necessary condition for an equilibrium given by the payoff floor
constraint remains valid in the game ΓM, because, by assumption,M contains the efficient
auction, so that the seller can guarantee the profit of an efficient auction at any point in
time. Therefore, we can consider the same auxiliary problem as in the case of ΓSPA.

It remains to show that we can extend the construction of equilibria that approximate
the optimal solution to the auxiliary problem to the game ΓM. The main step is to show the
existence of equilibria of ΓM for arbitrary ∆ > 0 that satisfy the uniform Coase conjecture.
We will use weak-Markov equilibria of ΓSPA to construct corresponding equilibria of ΓM

that yield the same expected revenue for the seller. More precisely, we will construct a
weak-Markov equilibrium for ΓM in which the seller always uses second-price auctions—
on and off the equilibrium path. Let us fix ∆ > 0 and suppose (pSPA, bSPA) is a weak-
Markov equilibrium of ΓSPA. Given our assumptions, any equilibrium of ΓM must satisfy
the skimming property, so that the buyers’ strategy defines a cutoff function βt(ht,mt) where
(ht,mt) ∈ Mt. This does not fully describe the buyers’ strategy. The function βt(ht,mt)
only describes the types that place a valid bid at any history: A buyer bids if v > βt(ht,mt)
and waits if his valuation is below βt(ht,mt).

We need to consider two types of histories. Consider first a history ht where the seller
has never deviated to a mechanism different from a second price auction. Note that ht can
be off the equilibrium path if the seller has deviated to off-equilibrium reserve prices but
still used second-price auctions throughout. Such a history is also a history of ΓSPA, and we
use (pSPA, bSPA) to define the equilibrium behavior of the buyers and the seller at any such
history.

Next, consider a history ht where the seller has never deviated, and suppose that at ht,
she deviates to a mechanismmt = (Mt, qt, pt) ∈M withMt = [b0t,∞), which is not a second-
price auction. If some bidder places a valid bid, the game ends. If nobody bids at (ht,mt),
the seller continues as if mt was a second price auction with reserve price pt(b0t, ∅, . . . , ∅). To
define the buyer’s equilibrium behavior at (ht,mt) we choose the cutoff vt+1 = βt(ht,mt) :=
βSPAt (ht, pt(b0t, ∅, . . . , ∅))). All buyers with valuations greater than or equal to vt+1 place a
bid and use a strictly increasing bidding function which we leave unspecified for the moment.
All buyers below vt+1 do not bid. If everybody follows this strategy, the payoff of a buyer
with valuation vt+1 is given by(

F (vt+1)

F (vt)

)n−1

[vt+1 − pt(b0t, ∅, . . . , ∅))] . (F.1)

To see this, first suppose mt belongs to the first sub-class of mechanisms considered above.
Since buyers use a strictly increasing bidding strategy, the marginal type only wins if no other
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buyer places a valid bid and in this case his payment is independent of his own bid and equal
to pt(b0t, ∅, . . . , ∅)). Next suppose mt belongs to the second sub-class. Again, in equilibrium,
the marginal type can only win if all other buyers do not bid. His payment is thus given by
pt(b, ∅, . . . , ∅)) where b is his bid. Since the payment is strictly increasing in b, we must have
b = b0t in equilibrium. Therefore, the payoff of the marginal type vt+1 is given by (F.1). Note
that this payoff is also equal to the payoff of vt+1 at history (ht, pt(b0t, ∅, . . . , ∅)) in ΓSPA. Since
vt+1 is the marginal type at that history, and the continuation payoff at (ht, pt(b0t, ∅, . . . , ∅))
in ΓSPA is the same as the continuation payoff at (ht,mt) in our constructed equilibrium
of ΓM, vt+1 is indifferent between bidding and waiting at (ht,mt). Therefore, by replacing
mechanism mt by a second-price auction with reserve price pt(b0t, ∅, . . . , ∅), we can replicate
the incentives of the marginal type vt+1. To complete the definition of the buyers’ equilibrium
behavior at (ht,mt), we use the unique symmetric equilibrium formt, given the outside option
implied by the continuation payoff obtained from the buyers continuation strategy defined
above. (Existence and uniqueness follows from our assumptions onM.)

For history ht that involves multiple deviations to mechanisms different from second price
auctions, we can similarly define the equilibrium strategy by simply replacing every mecha-
nism mτ along the history by a second-price auction with a reserve price pt(b0τ , ∅, . . . , ∅).

This construction implies that after a deviation to any mechanism, the seller obtains a
profit that she could also obtain by deviating to a second-price auction. Since such deviations
are ruled out by the assumption that (pSPA, bSPA) is an equilibrium of ΓSPA, the seller has
no incentive to deviate and we have shown that our construction is indeed an equilibrium.
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G Independence of the Assumptions
In the following, we present four examples of distributions that violate exactly one of As-
sumptions 1 to 4 and satisfy all others.

• Example that satisfies A2-A4 but not A1: The Beta distribution parameterized by
k = 1/2 and β = 1/2, with density

f (v) =
vk−1 (1− v)β−1

´ 1

0
xk−1 (1− x)β−1 dx

.

• Example that satisfies A1-A3 but not A4: The Beta distribution with k > 1 and β > 1.

• Example that satisfies A1, A2, and A4 but not A3. Consider

F (v) = vk(1− C ln v)

where k > 1 and 0 < C < min
{
k, k

2−k
2k−1

, k
2+k

2k+1

}
.

We show that F is a well defined CDF that satisfies A1, A2, A4 and fails A3.

– It’s straightforward to see that F (0) = 0 and F (1) = 1. Note that

f(v) = vk−1 (k − C (k ln v + 1)) ≥ vk−1 (k − C) > 0,

where the first inequality follows because ln v ≤ 0 for v ∈ [0, 1], and the second one
follows because C < k. Therefore, F is a well defined CDF. For later reference,
we note that

f ′ (v) = vk−2
(
k2 − k − C

(
(k2 − k) ln v + 2k − 1

))
– A1:

J(v) =v − 1− F (v)

f(v)

=⇒ J ′(v) =2 +
f ′(v)

f(v)2
(1− F (v))

=2 +
vk−2 (k2 − k − C ((k2 − k) ln v + 2k − 1))

v2k−2 (k − C(k ln v + 1))2 (1− F (v))

=2 +
1

vk
(k2 − k)− C ((k2 − k) ln v + 2k − 1)

(k − C(k ln v + 1))2 (1− F (v))

≥2

The inequality follows from F (v) ≤ 1, (k − C(k ln v + 1))2 > 0, and k2 − k >
C(2k − 1). Therefore J is strictly increasing on [0, 1].
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– A2:

φ = lim
v→0

f(v)v

F (v)
− 1

= lim
v→0

vk(k − C(k ln v + 1))

vk(1− C ln v)
− 1

= lim
v→0

k − C(k ln v + 1)

1− C ln v
− 1

= lim
v→0

−Ck
v

−C
v

− 1

=k − 1 > 0

The fourth equality is due to the L’Hospital rule.

– A4:

(v(1− F (v)))′′ =− vf ′(v)− 2f(v)

=− vk−1
(
k2 − k − C

(
(k2 − k) ln v + 2k − 1

))
− 2vk−1 (k − C(k ln v + 1))

=− vk−1
(
k2 + k − C

(
(k2 + k) ln v + 2k + 1

))
≤− vk−1

(
k2 + k − C (2k + 1)

)
<0

Therefore v(1− F (v)) is concave on [0, 1].

– A3:

F (v)

vα
=

1− C ln v

vα−k

=⇒ lim
v→0

F (v)

vα
=

{
+∞ if α− k ≥ 0

limv→0
−C

(α−k)vα−k
= 0 if α− k < 0

Therefore, it is impossible to find 0 < M ≤ L < ∞ such that M < F (v)
vα

< L for
some α > 0.

• Example that satisfies A1, A3, A4 but not A2:

F (v) = vk (1 + C sin (ln v))

where k > 1 and 0 < C < min
{

k
k+1

, k2−k
k2+k−2

, k+1
k+3

}
.

We show that F is a well defined CDF that satisfies A1, A3, A4 and fails A2:

– It is easy to verify that F (0) = 0 and F (1) = 1. Furthermore,

f(v) =vk−1 (k + kC sin(ln v)) + vk
(
C cos(ln v)

1

v

)
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=vk−1 (k + C (k sin(ln v) + cos(ln v)))

≥vk−1(k + C(k + 1)) > 0

Therefore F is a well defined CDF. Note that, ∀v ∈ (0, 1],

f ′(v) = vk−2
(
k2 − k + C

(
(k2 − k) sin(ln v) + (k − 1) cos(ln v)

))
+ vk−1

(
C (k cos(ln v)− sin(ln v))

1

v

)
= vk−2

(
k2 − k + C

(
(k2 − k − 1) sin(ln v) + (2k − 1) cos(ln v)

))
≥ vk−2

(
k2 − k − C(k2 − k − 1 + 2k − 1)

)
> 0

– A1:
J(v) = v − 1− F (v)

f(v)
=⇒ J ′(v) = 2 +

f ′(v)

f(v)
(1− F (v))

Since ∀v > 0, f ′(v) > 0, J is strictly increasing.

– A3:
F (v)

vk
= 1 + C sin(ln v)

Our assumption that c < k
k+1

implies |C sin(ln v)| < k
k+1

. Therefore:

F (v)

vk
∈
[

1

k + 1
,
2k + 1

k + 1

]
A3 is satisfied because we can set α = k,M = 1

k+1
, and L = 2k+1

k+1
.

– A4:

(v(1− F (v)))′′ =− vf ′(v)− 2f(v)

=− vk−1
(
k2 − k + C

(
(k2 − k − 1) sin(ln v) + (2k − 1) cos(ln v)

))
− 2vk−1 (k + C (k sin(ln v) + cos(ln v)))

=− vk−1
(
k2 + k + C

(
k2 + k − 1

)
sin(ln v) + (2k + 1) cos(ln v)

)
≤− vk−1

(
k2 + k − C(k2 + 3k)

)
< 0

– A2:
f(v)v

F (v)
=
k + C(k sin(ln v) + cos(ln v))

1 + C sin(ln v)

If we take v` = exp(−2`π), then lim`→∞
f(v`)v`
F (v`)

= k + C. If we take v` =

exp
(
−2`π + π

2

)
, then lim`→∞

f(v`)v`
F (v`)

= k+Ck
1+C

. Therefore, the limit in A2 doesn’t
exist.
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